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### List of Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>distance</td>
</tr>
<tr>
<td>$A$</td>
<td>area</td>
</tr>
<tr>
<td>$A$</td>
<td>amplitude</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>differential operator</td>
</tr>
<tr>
<td>$a_1, a_K$</td>
<td>constants</td>
</tr>
<tr>
<td>$b$</td>
<td>arbitrary parameter</td>
</tr>
<tr>
<td>$\hat{B}$</td>
<td>self-adjoint differential operator</td>
</tr>
<tr>
<td>$\Delta C$</td>
<td>miscibility gap</td>
</tr>
<tr>
<td>$C, C'$</td>
<td>constants</td>
</tr>
<tr>
<td>$C_E$</td>
<td>eutectic concentration</td>
</tr>
<tr>
<td>$C_L, C_S, C_\alpha$, etc.</td>
<td>concentration</td>
</tr>
<tr>
<td>$c_p$</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>$d$</td>
<td>atomistic length, capillary length</td>
</tr>
<tr>
<td>$D$</td>
<td>diffusion constant</td>
</tr>
<tr>
<td>$d_0$</td>
<td>capillary length</td>
</tr>
<tr>
<td>$D_i$</td>
<td>transport coefficients, diffusion constants</td>
</tr>
<tr>
<td>$D_T$</td>
<td>thermal diffusion coefficient</td>
</tr>
<tr>
<td>$E_1(P)$</td>
<td>exponential integral</td>
</tr>
<tr>
<td>erf$c$</td>
<td>error function complement</td>
</tr>
<tr>
<td>$F$</td>
<td>Helmholtz energy</td>
</tr>
<tr>
<td>$f$</td>
<td>scaling function</td>
</tr>
<tr>
<td>$g$</td>
<td>Gibbs energy density</td>
</tr>
<tr>
<td>$\Delta G$</td>
<td>change in Gibbs energy</td>
</tr>
<tr>
<td>$\hat{G}$</td>
<td>Gibbs energy per surface element</td>
</tr>
<tr>
<td>$G({\xi_i})$</td>
<td>Gibbs energy</td>
</tr>
<tr>
<td>$G_T$</td>
<td>constant temperature gradient</td>
</tr>
<tr>
<td>$J$</td>
<td>probability current</td>
</tr>
<tr>
<td>$K$</td>
<td>curvature</td>
</tr>
<tr>
<td>$k$</td>
<td>segregation coefficient, wave number</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$L$</td>
<td>natural scale</td>
</tr>
<tr>
<td>$l$</td>
<td>external length, diffusion length</td>
</tr>
<tr>
<td>$\tilde{l}$</td>
<td>thickness of layer, diffusion length</td>
</tr>
<tr>
<td>$L_m$</td>
<td>latent heat of melting</td>
</tr>
<tr>
<td>$m_\alpha, m_\beta$</td>
<td>liquidus or solidus slope</td>
</tr>
<tr>
<td>$N_i$</td>
<td>particle number of species $i$</td>
</tr>
<tr>
<td>$P$</td>
<td>pressure, Péclet number</td>
</tr>
<tr>
<td>$\hat{P}$</td>
<td>principal value</td>
</tr>
<tr>
<td>$P({\xi_i})$</td>
<td>probability of configuration</td>
</tr>
<tr>
<td>$q$</td>
<td>wave number, inverse length</td>
</tr>
<tr>
<td>$Q_{\text{min}}$</td>
<td>minimal work</td>
</tr>
<tr>
<td>$r$</td>
<td>radius of nucleus, radial distance</td>
</tr>
<tr>
<td>$R(S)$</td>
<td>local radius of curvature at point $S$</td>
</tr>
</tbody>
</table>
List of Symbols and Abbreviations

- $R_0$: radius of curvature
- $r_c$: critical radius
- $S$: position on the interface, entropy
- $\Delta S$: change in entropy
- $T$: temperature
- $t$: time
- $\Delta t$: change in time
- $T_0$: reference temperature
- $T_E$: eutectic temperature
- $T_i$: interface temperature
- $T_m$: melting temperature
- $u$: dimensionless temperature field or concentration field
- $U$: energy
- $V$: speed
- $V_a$: maximal speed, absolute stability
- $V_c$: critical velocity
- $v_R$: growth rate
- $w$: probability of fluctuation
- $x$: space coordinates
- $X_i, X_j$: extensive variables
- $Y_i, Y_j$: intensive variables
- $Z$: partition function
- $z$: space coordinate

- $\beta$: interface kinetics
- $\beta_4$: 4-fold anisotropy of the kinetic coefficient
- $\gamma$: surface tension or surface free energy
- $\Gamma$: ratio of S–L interface energy to specific melting entropy
- $\Gamma_2$: Green's function integral
- $\Delta$: supercooling (negative temperature field $u$ at infinity)
- $\delta$: local concentration gap, surface tension anisotropy
- $\epsilon$: relative strength of anisotropy of capillary length
- $\zeta(x, t)$: deviation of the interface
- $\eta$: coordinate
- $\vartheta$: angle of orientation relative to the crystallographic axes
- $\Theta$: function of $(x, t)$
- $\kappa(s)$: mobility
- $\lambda$: interface spacing, wavelength
- $\Lambda(\sigma, \epsilon)$: solvability function
- $\lambda_2$: wavelength of side branch
- $\lambda_f$: wavelength of the fastest mode
- $\lambda_s$: stability length
- $\mu$: chemical potential
- $\nu_0$: effective kinetic prefactor
- $\xi$: variable
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi_i$</td>
<td>position vectors</td>
</tr>
<tr>
<td>$\Delta \xi_i$</td>
<td>small normal displacement</td>
</tr>
<tr>
<td>$\varrho$</td>
<td>Ivantsov radius</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>scaling function</td>
</tr>
<tr>
<td>$\tau$</td>
<td>variable</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>atomic volume, atomic area</td>
</tr>
</tbody>
</table>

- **DLA**: diffusion limited aggregation
- **DS**: directional solidification
- **f**: faceted
- **l.h.s.**: left-hand side
- **nf**: non-faceted
- **PVA**: pivalic acid
- **r.h.s.**: right-hand side
- **SCN**: succinonitrate
- **WKB**: Wenzel–Kramers–Brillouin technique for singular pertubations
2.1 Introduction

This chapter on solidification discusses the basic mechanisms of the liquid–solid phase transformation. In particular, we address the phenomena of cellular and dendritic patterns formed by the interface between liquid and solid, as the interface, or solidification front, advances into the liquid during the solidification process.

The atomistic processes of the liquid–solid transformation are still not well understood, so we will use a phenomenological level of description. The processes on very large scales, such as casting or welding, depend greatly on the experimental equipment and are discussed, for example, by Flemings (1991) and Mordike (1991).

We will therefore restrict our attention to phenomena occurring on some important intermediate length scales. There is a natural scale $L$ of the order of micrometers (or up to millimeters) that gives a measure for the microcrystalline structures formed during the solidification process. In its simplest form this natural length is the geometric mean $L \sim \sqrt{d l}$ of a microscopic intrinsic length $d$ defined by typical material properties and an external length $l$ defined by the macroscopic arrangement of the experimental equipment. The intrinsic correlation lengths in liquids and solids near the freezing point are rather short, of the order of atomic size, or several Ångströms, because solidification is a phase transition of first order. By contrast, the experimental equipment gives external length scales in the range of centimeters to meters, such that we consequently arrive at the mentioned scale of micrometers.

Assuming for the moment that only two lengths are important, why should we expect $L$ to be given by the geometric mean rather than, for example, the arithmetic mean? An intuitive argument goes as follows: the patterns formed at the solid–liquid interface and in both adjacent phases during the solidification process result from the competition of two “forces”, one being stabilizing for homogeneous structures, the other being destabilizing. The stabilizing force here clearly must be associated with the intrinsic atomistic length $d$, since we have argued that it is related to the length of correlation or coherence inside the material or at the interface. In contrast, we must associate the external length $l$ with a destabilizing force. Again this is a quite natural assumption, as the phase transformation or destabilization of the nutrient phase is induced by the experimental environment.

It is now obvious that the result of such a competition of “forces” should be expressed by the product $d l$ of the two representative quantities rather than by the sum, since the latter would change the relative importance of the two lengths when their values become very different.

Admittedly, these arguments look a little overstressed considering the many parameters controlling the details of a solidification process. Note, however, that nothing has been said so far about the precise relation of $d$, $l$ and $L$ to any specific process, nor have we defined the proportionality factor. In principle, $d$ and $l$ could also enter with different exponents but fortunately things are not usually that complicated right from the start.

If we are still courageous enough to make one more step on this slightly unsafe ground, we may finally assume that the external length scale $l$ is related (destabilizing force!) to the speed $V$ of the solidification, which gives a length when combined with a diffusion constant $D$ for heat or matter as $l \sim D/V$. From this we immediately obtain a relation between the speed of phase change
and the length scale \( L \) of the resulting pattern:

\[
VL^2 \approx \text{constant} \quad (2-1)
\]

Surprisingly enough, we have arrived at about the most celebrated equation for processes of dendritic, directional and eutectic solidification, without even defining any of these processes! Two remarks, therefore, may be in order here. First, detailed studies of the different solidification schemes in recent years have attempted to extract the common and universal aspects of these processes. Such common features indicate a common basis of rather general nature, as outlined above. Second, we have of course ignored most of the specific aspects of each individual process. In directional solidification, for example, a band of possible wavelengths for stationary patterns are found and up to now it is not clear if and how a specific wavelength from that band is finally selected. The assumption of just two independent length scales in many cases is also a rather gross simplification of the actual situation. We will therefore leave this line of general arguments and look at some concrete models that are believed to capture at least some essentials for the fascinating patterns produced during solidification.

Some remarkable progress has been achieved in the theoretical treatment of these phenomena during the recent years. In the list of references, we have concentrated our attention on recent developments since there are some good reviews on older work (for example, Langer, 1980a; Kurz and Fisher, 1998).

An experimentalist may finally wonder why we have expressed most of the equations in a non-dimensionally scaled form rather than writing all material parameters down explicitly at each step. One reason is that the equations then appear much simpler than if we attempted to carry along all prefactors. The second and more important reason is that the scaled form allows for a much simpler comparison of experiments for different sets of parameters which usually appear only in some combinations in the equations, thereby leading to cancellations and compensations.

Section 2.2 gives a quick summary of the ingredients for a theory, starting at nucleation, then deriving boundary conditions for a propagating interface between two phases, and finally discussing some general aspects of the diffusion equation with a propagating boundary. This is followed by an introduction to basic experimental techniques in Sec. 2.3. In Sec. 2.4, the case of a simple solid growing in a supercooled melt is discussed in some detail, leading to the present understanding of dendritic growth. In Sec. 2.5 the technically important process of directional solidification is presented. The evolution of cellular patterns above a critical growth rate can in principle be understood without any knowledge of dendritic growth. Actually, the parameter range for simple sinusoidal cells is very narrow so that we usually operate in the range of deep cells or even dendrites, which suggests our sequence of presentation. Finally, these concepts are extended in Sec. 2.6 to alloys with a eutectic phase diagram and the resulting complex phenomena. As this field is currently in rapid theoretical development, our discussion here necessarily is somewhat preliminary. The chapter is closed by a summary with complementary remarks.

### 2.2 Basic Concepts in First-Order Phase Transitions

The different possible phases of a material existing in thermodynamic equilibrium
must be discriminated by some quantity in order to formulate a theory. Such quantities are called “order parameters” and should correspond to extensive thermodynamic variables. The difference between a solid and a liquid is defined by the shear modulus, which changes discontinuously at the phase transition. This definition describes the difference in long-range orientational correlations between two distant pairs of neighboring atoms. Normally, we use instead the more restrictive concept of translational order as expressed through two point correlation functions, or Bragg peaks, in scattering experiments.

Although these different order-parameter concepts pose a number of subtle questions, particularly in two dimensions where fluctuations are very important, we will simply assume in this chapter that there is some quantity which discriminates between a solid and a liquid in a unique way. Such an order parameter may be the density, for example, which usually changes during melting, or the composition in a two-component system. We would like to stress, however, that these are just auxiliary quantities that change as a consequence of the solid–liquid transition but which are not the fundamental order parameters in the sense of symmetry arguments. For a more general discussion see the Chapter by Binder (Binder, 2001) and literature on order–disorder transitions (Brazovsky, 1975; Nelson, 1983).

First-order transitions are characterized by a discontinuous change of the order parameter. All intrinsic length scales are short, typically of the size of a few atomic diameters. We may therefore assume local thermal equilibria with locally well-defined thermodynamic quantities like temperature, etc., and smooth variations in these quantities over large distances. Interfaces in such systems will represent singularities or discontinuities in some of the quantities, such as the order parameter or the associated chemical potential, but they will still leave the temperature as a continuous function of the position in space.

2.2.1 Nucleation

A particular consequence of the well-defined local equilibrium is the existence of well-defined metastable states, corresponding to a local, but not global, minimum in the free energy. But so far we have neglected thermal fluctuations. The probability of a fluctuation (or deviation from the average state) of a large closed system is

\[ w \sim \exp(\Delta S) \]  

(2-2)

where \( \Delta S \) is the change in entropy of the system due to the fluctuation (see, e.g., Landau and Lifshitz, 1970). Defining \( Q_{\text{min}} \) as the minimal work necessary to create this change in thermodynamic quantities, we obtain

\[ \Delta S = Q_{\text{min}} / T_0 \]  

(2-3)

with \( T_0 \) being the average temperature of the system. Note that this holds even for large fluctuations, as long as the change of extensive quantities in the fluctuation region is small compared with the respective quantities in the total system.

Considering this system as a metastable liquid within which a fluctuation has formed a small solid region, and assuming, furthermore, that the liquid is only slightly metastable, we arrive at the well-known result (Landau and Lifshitz, 1970) in three dimensions for a one-component system:

\[ Q_{\text{min}} = -\frac{4\pi r^3}{3\Omega} [\mu_L(P) - \mu_S(P)] + 4\pi r^2 \gamma \]  

(2-4)

which together with Eqs. (2-2) and (2-3) gives the probability for the reversible for-
formation of a spherical solid nucleus of radius \( r \) within a slightly supercooled liquid. Here \( \Omega \) is the atomic volume, \( P \) the pressure, \( \mu_L > \mu_S \) are the chemical potentials of liquid and solid in a homogeneous system, and \( \gamma \) is the (here isotropic) surface tension, or surface free energy.

A few remarks should be made here. When deriving Eq. (2-4), we use the concept of small deviations from equilibrium, while Eqs. (2-2) and (2-3) are more generally valid (Landau and Lifshitz, 1970). In the estimation of the range of validity of Eq. (2-4), it is apparent, however, that it should be applicable to even very large supercoolings for most liquids, since the thermal transport is either independent of, or faster than, the kinetics of nucleus formation (Ohno et al., 1990). The range of validity of Eq. (2-4) is then typically limited by the approach to the “spinodal” region, where metastable states become unstable, even when fluctuations are ignored (see the Chapter by Binder and Fratzl, 2001).

Assuming, therefore that we are still in the range of well-defined metastable states, we may write Eqs. (2-2) and (2-3) as

\[
w = n_0 \exp\left(\frac{-\Delta G}{T_0}\right)
\]

identifying the change in Gibbs energy \( \Delta G \) by Eq. (2-4), with an undetermined prefactor \( n_0 \). Here we do not discriminate between surface tension and surface free energy, despite the fact that the first is a tensorial quantity, and the latter only scalar (although it may be anisotropic, which is ignored here). A difference between surface tension and surface free energy arises when the system does not equilibrate between surface and bulk so that, for example, the number of atoms in the surface layer is conserved. Throughout this chapter, we will assume perfect local equilibration in this respect, and we may then ignore the difference.

The extremal value of Eqs. (2-4) and (2-5) with respect to the variation of \( r \) gives the critical radius

\[
\frac{2\gamma}{\Delta \mu} \Omega \quad (3\text{-dim})
\]

(2-6a)

or

\[
\frac{\gamma}{\Delta \mu} \Omega \quad (2\text{-dim})
\]

(2-6b)

so that for \( r < r_c \), the nucleus tends to shrink, while for \( r > r_c \) it tends to grow and at \( r = r_c \) it is in an unstable equilibrium.

The same thermal fluctuations causing such a nucleus to appear also produce deviations from the average spherical shape. This leads to power-law corrections in the prefactor of Eq. (2-5) or logarithmic corrections in the exponent (Voronkov, 1983; Langer, 1971).

So far these considerations have dealt with static aspects only. Since the fluctuations vary locally with time, Eq. (2-5) may be interpreted as the rate at which such fluctuation occurs, and, consequently, with \( r = r_c \) we obtain the rate for the formation of a critical nucleus which, after appearance, is assumed to grow until the new phase fills the whole system. This is the classical nucleation theory. A very elegant formulation was given by analytic continuation into the complex plane (Langer, 1971). Further additions include the definition of the prefactor in Eq. (2-5) and a more detailed analysis of the kinetics near \( r = r_c \) (Zettlemoyer, 1969, 1976).

Considering the many uncertainties entering from additional sources such as the range of atomic potentials and the change of atomic interaction in the surface, we will ignore all these effects by absorbing them into the effective kinetic prefactor \( n_0 \) in Eq. (2-5), to be determined experimentally.
2.2.2 Interface Propagation

An interface between two regions in space of different order parameters (solid vs. liquid) will be treated in this chapter as a jump discontinuity and as an object of infinitesimal thickness. In this section we derive a local equation of motion for the interface, which will serve as a boundary condition in the remaining part of the chapter.

For simplicity, consider a one-dimensional interface in a two-dimensional system. Ignoring the atomic structure, assume that the interface is a smooth continuous line. Marking points at equal distances \( a \) on this line, we may then define velocities of the points in the normal direction as

\[
V_i = \frac{\Delta \xi_i}{\Delta t}
\]  

(2-7)

where \( \Delta \xi_i \) is the small normal displacement of point \( i \). If we assume these points to be kept at fixed positions \( \xi_i \) for the moment, a (restricted) Gibbs energy \( G(\{\xi_i\}) \) may be assigned to this restricted interface. The probability of this configuration is

\[
P(\{\xi_i\}) = Z^{-1} \exp\left(-\frac{G}{T}\right)
\]  

(2-8)

with temperature \( T \) in units of \( k_B \) K and \( Z \) the partition function. Since the total probability is conserved, we obtain the continuity equation

\[
\frac{\partial P}{\partial t} + \text{div}(J) = 0
\]  

(2-9)

with \( J = \{J_i\} \) as the probability current in \( i \)-space

\[
J_i = V_i P - D_i \frac{\partial P}{\partial \xi_i}
\]  

(2-10)

and the divergence taken in the same abstract space. The first term in Eq. (2-10) is a drift, the second term the constitutive relation with transport coefficients \( D_i \), and the derivative is taken normal to the interface. We now assume local equilibrium to exist on length scales \( a \) (i.e. \( i \rightarrow i \pm 1 \)) such that the probability current is zero

\[
V_i P = D_i \frac{\partial P}{\partial \xi_i}
\]  

(2-11)

and with Eqs. (2-7) and (2-8), we immediately arrive at

\[
\frac{\partial \xi_i}{\partial t} = -\frac{D_i}{T} \frac{\partial G(\{\xi_i\})}{\partial \xi_i}
\]  

(2-12)

Taking the continuum limit \( a \rightarrow 0 \), we obtain the final form

\[
\frac{\partial \xi(S)}{\partial t} = -\kappa(S) \frac{\delta \hat{G}}{\delta \xi(S)}
\]  

(2-13)

This is the time-dependent Ginzburg–Landau equation (Burkhardt et al., 1977). Here \( S \) denotes a position on the interface, \( \partial \xi(S) \) is the normal displacement, \( \delta / \delta \xi(S) \) the variational derivative, and \( \kappa(S) \) the “mobility”, which may depend on position and orientation. \( \hat{G} \) is the Gibbs energy per surface element.

We will now make some explicit assumptions about \( G \) in order to arrive at an explicit equation of motion. Let \( \hat{n}_S \) be the normal direction on the interface, \( \gamma(\hat{n}_S) \) the interface free energy, \( \theta \) the angle of orientation relative to the crystallographic axes, \( R(S) \) the local radius of curvature at point \( S \) on the interface, and \( A_{L,S} \) the areas covered by liquid or solid. The Gibbs free energy of the total solid–liquid system with interface is

\[
G_{\text{tot}} = \int_S dS \gamma + \int_{\text{Liquid}} dA_L g_L(x) + \int_{\text{Solid}} dA_S g_S(x)
\]  

(2-14)

from which the variational derivative in Eq. (2-13) is formally obtained by

\[
\delta G_{\text{tot}} = \int_S dS \left[ \frac{\delta \hat{G}}{\delta \xi(S)} \right] \delta \xi(S)
\]  

(2-15)
where $\delta \xi(S)$ is a small arbitrary displacement of the interface in the normal direction. Explicitly this is written as

$$\delta G_{\text{tot}} = \int_S \{ \gamma \delta(dS) + dS \delta \gamma \} - \int_S dS \delta \xi(S) [g_L(S) - g_S(S)] \quad (2-16)$$

with Gibbs energy densities $g$ given here per atomic “volume” (or area) $W$. As usual, we have to extract terms $dx$ out of the terms $d(dS)$ and $dg$. Assuming $g$ to depend only on local orientation,

$$\delta \gamma(\vartheta) = \frac{d \gamma}{d \vartheta} \delta \vartheta \quad (2-17)$$

and with

$$\delta \vartheta = \frac{d}{dS} \delta \xi; \quad \frac{d}{dS} = \frac{d}{dS} \frac{d}{d \vartheta}; \quad \frac{d}{dS} \vartheta = -\frac{1}{R} \quad (2-18)$$

we obtain

$$\delta \gamma(\vartheta) = -\frac{d \gamma}{d \vartheta} \frac{1}{R} \frac{d}{dS} \delta \xi \quad (2-19)$$

The other term simply gives

$$\delta(dS) = \frac{1}{R} dS \delta \xi \quad (2-20)$$

Incorporating Eqs. (2-19) and (2-20) into Eq. (2-16) and integrating Eq. (2-19) by parts, we obtain through comparison with Eq. (2-15)

$$\frac{\partial \xi}{\partial t} = V_\perp = \kappa(\vartheta) \left\{ \Delta g(S) - \frac{1}{R} \left( \gamma + \frac{d^2 \gamma}{d \vartheta^2} \right) \right\} \quad (2-21)$$

as an explicit local equation for the advancement of an interface in two dimensions with normal velocity $V_\perp$, anisotropic kinetic coefficient $\kappa(\vartheta)$, surface Gibbs energy $\gamma(\vartheta)$, and jump $\Delta g = g_L - g_S$ of Gibbs energy density at position $S$ along the interface (Burkhardt et al., 1977). Here, the Gibbs energy density $g$ corresponds to an infinite solid or liquid without influences from curvature terms. For a single-component system, $\mu = g \Omega$, where $\mu$ is the chemical potential of the respective phase. The generalization to three dimensions adds another curvature term into Eq. (2-21), which then corresponds to two curvatures and angles in the two principal directions (for isotropic $\gamma$, the curvature $1/R$ is simply changed to $2/R$).

Two useful observations can be made at this stage. There is a solution with $V_\perp = 0$ if the term $\{\ldots\}$ in Eq. (2-21) is zero. For finite radius of curvature $R$, this corresponds precisely to the critical nucleus, Eq. (2-6b), but now with anisotropic $\gamma(\vartheta)$. This equation therefore determines the shape of the critical nucleus in agreement with the Wulff construction (Wulff, 1901). Second, for very large mobility $\kappa(\vartheta)$ the deviation from equilibrium $\{\ldots\}$ may be very small in order to produce a desired normal velocity $V_\perp$. We will use this simplification of equilibrium at the interface

$$\Delta g \equiv \frac{1}{R} (\gamma + \gamma^{\prime\prime}) \quad (2\text{-dim}) \quad (2-22)$$

wherever possible, but we will comment on the changes due to finite $\kappa(\vartheta)$. The double prime means derivatives as in Eq. (2-21). In many cases this seems to be justified by experimental conditions. On the other hand, very little is known quantitatively about $\kappa(\vartheta)$. A last point to mention here is our assumption that the interfaces are not faceted at equilibrium. If they are faceted, as crystals typically are at low temperatures in equilibrium with their vapor, the situation is considerably more complicated and not completely understood (Kashuba and Pokrovsky, 1990).

It is now generally believed that faceted surfaces undergo a kinetic roughening transition even at small driving forces, so that a rough surface is present under growth con-
ditions. The concept outlined above then generally applies in an effective fashion. Actually, facets may persist over experimentally relevant length scales, which are not covered by this analysis in the kinetic region. A summary of theoretical developments can be found in the article by Krug and Spohn (1992).

To complete this section on the basic theoretical ingredients, we will now discuss the influence of diffusive transport of heat or matter on the propagation of a solid–liquid interface (see also Langer, 1980a).

### 2.2.3 Growth of Simple Crystal Forms

**a) Flat interface**

The simplest model for a solidifying system consists of two half-spaces filled with the liquid and solid of a one-component material of invariant density and separated by a flat interface. The interface is approximately in equilibrium (Eq. (2-22)) at melting temperature $T_m$ but advancing at a speed $V$ in the positive $z$-direction into the liquid. During this freezing process, latent heat $L_m$ has to be transported into the supercooled liquid, the solid remaining at $T_m$.

The equation of motion is then the thermal diffusion equation

$$\frac{\partial}{\partial t} T(x, t) = D_T \nabla^2 T(x, t)$$

(2-23)

where $c_p$ is the specific heat of the liquid at constant pressure. If, instead of temperature or heat, a second chemical component is diffusing, a similar transformation to the same dimensionless equations can be made. This is described in Section 2.5.2. We would like to stress the importance of such a scaled representation as it allows us to compare at a glance experimental situations with different sets of parameters.

In this dimensionless form, the equation of motion is

$$\frac{\partial}{\partial t} u = D_T \nabla^2 u$$

(2-25)

and the boundary conditions are

$$u = u_\infty < 0 \quad \text{for} \quad z \to \infty$$

(2-26a)

$$u = 0 \quad \text{at interface}$$

(2-26b)

So far we have not specified how the interface motion is coupled to the equation of motion. Obviously, the latent heat $L_m$ generated during this freezing process at a rate proportional to $V$ has to be carried away through the diffusion field. This requires a continuity equation at the interface

$$V = - D_T \mathbf{n} \cdot \nabla u$$

(2-27)

and since in the model here only the $z$-axis is important

$$V = - D_T \frac{\partial}{\partial z} u(z, t) \quad \text{at interface}$$

(2-28)

The growth rate is therefore proportional to the gradient of the diffusion field at the interface in the liquid. As the interface is moving, we conveniently make a coordinate transformation from $\{z, t\}$ for $\{z', t'\}$ into a frame of reference moving along with the interface at $z' = 0$:

$$z' = z - \int_0^t V(\tau) \, d\tau$$

(2-29)

$$t' = t$$
Performing that transformation, we obtain the following for the diffusion equation (after having again dropped the primes for convenience):

$$\frac{1}{D_T} \frac{\partial u}{\partial t} = \nabla^2 u + \frac{2}{l} \frac{\partial u}{\partial z} \quad (2-30)$$

which defines a diffusion length

$$l \equiv 2 D_T / V \quad (2-31)$$

The interface is now always at \( z = 0 \), which makes the boundary condition Eq. (2-26b) and the continuity Eq. (2-28) definite.

We can obtain a stationary solution by combining Eq. (2-30) with Eqs. (2-26) and (2-28) when \( \partial u / \partial t = 0 \):

$$u = \exp \left( - \frac{2z}{l} \right) - 1; \quad z \geq 0 \quad (2-32)$$

This equation is consistent with the assumption that \( u = 0 \) \((T = T_m)\) everywhere in the solid.

This equation describes the diffusion field ahead of the interface. It varies exponentially from its value at the interface toward the value far inside the liquid, so that the diffusion field has a typical “thickness” of \( l \).

Note that we have not used Eq. (2-26a) as a boundary condition at infinity, but find from Eq. (2-32) that \( u = -1 \) implies the so-called “unit supercooling”, which corresponds to

$$T(z = \infty) = T_m - (L_m / c_p) \quad (2-33)$$

This basically says that the difference in melting enthalpy \( L_m \) between liquid and solid must be compensated by a temperature difference in order to globally conserve the energy of the system during this stationary process. In other words, if Eq. (2-33) is not fulfilled by Eq. (2-26a), the process cannot run with a stationary profile of the thermal field, Eq. (2-32). On the other hand, a particular value of the growth rate \( V \) (or \( l \)) is not specified, but seems to be arbitrary. This degeneracy is practically eliminated by other effects such as interface kinetics (Collins and Levine, 1985) or the density difference between solid and liquid (Caroli et al., 1984), so that in practice a well-defined velocity will be selected.

b) Growth of a sphere

The influence of the surface tension \( \gamma \) when it is incorporated through Eq. (2-21) is most easily understood by looking at a spherical crystal. This will not lead to stationary growth. In order to make the analysis simple, we will invoke the so-called “quasistationary approximation”, by setting the left-hand side in Eq. (2-25) equal to zero. The physical meaning is that the diffusion field adjusts itself quickly to a change in the boundary structure which is, however, still evolving in time because the continuity equation is velocity-dependent. Of course, this approximation reproduces the stationary solutions precisely (if they exist), and in addition, it exactly identifies the instability of a stationary solution as long as it is not of the Hopf type (i.e., the critical eigenvalue is not complex). It is generally assumed that the approximation is good as long as the diffusion length is large compared with other lengths of the evolving pattern.

In a spherical coordinate system, the equation of motion then becomes

$$\frac{1}{D_T} \frac{\partial u}{\partial t} = 0 = \left\{ \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} \right\} u \quad (2-34)$$

as a simple Laplace equation.

The interface is at radius \( R_0(t) \) and is advancing with time. The continuity equation requires

$$v_R \equiv \frac{dR_0}{dt} = - D_T \frac{\partial u}{\partial r} \bigg|_{r=R_0(t)} \quad (2-35)$$
Concerning the boundary condition, we note that for a simple substance the difference in slopes of the chemical potentials for solid and liquid at the melting point (Landau and Lifshitz, 1970) is \( L_m/T_m \), giving
\[
\Delta \mu = -L_m(T - T_m)/T_m \tag{2-36}
\]
With Eqs. (2-21) and (2-24), the boundary condition in the case of isotropic \( \gamma \) becomes
\[
u (\text{interface}) = -d_0 K - \beta V \tag{2-37}
\]
with curvature
\[
K = \begin{cases} 
2/R, & \text{3-dim} \\
1/R, & \text{2-dim} 
\end{cases} \tag{2-38}
\]
capillary length
\[
d_0 = \gamma T_m c_p / L_m^2 \tag{2-39}
\]
and interface kinetics
\[
\beta = \chi^{-1} T_m c_p / L_m^2 \tag{2-40}
\]
The generalization to non-isotropic \( \gamma \) follows from Eq. (2-21) and comments.

Note that in Eq. (2-37) both curvature and non-equilibrium occur at the boundary as opposed to the simple case in Eq. (2-26b), shown above. At infinity we finally impose
\[
u_\infty = u(\infty, t) = -\Delta \tag{2-41}
\]
as the now arbitrary dimensionless supercooling. This equation, together with Eq. (2-24), is the definition of \( \Delta \).

The solution to Eq. (2-34) with Eqs. (2-35), (2-37), and (2-41) in the liquid is then simply
\[
u(r) = -\Delta + \frac{R_0}{r} \left( \Delta - \frac{2d_0}{R_0} \right) \left( 1 + \frac{\beta D_T}{R_0} \right)^{-1} \tag{2-42}
\]
where we have used \( K = 2/r \) as the curvature of the spherical surface in three dimensions.

The growth rate therefore is
\[
u_R \equiv \frac{dR_0}{dt} = \frac{D_T}{R_0} \left( \Delta - \frac{2d_0}{R_0} \right) \left( 1 + \frac{\beta D_T}{R_0} \right)^{-1} \tag{2-43}
\]
and it is found that for large radii \( R_0(t) \) the growth rate is proportional to the supercooling \( \Delta \):
\[
V_R \approx \frac{D_T}{R_0} \Delta \left( 1 - \frac{\beta D_T}{R_0} + \ldots \right) \tag{2-44}
\]
It can also be seen that the kinetic coefficient \( \beta \) becomes less important in the limit of large radii and correspondingly small growth rates. This in many cases justifies our previous equilibrium approximation, Eq. (2-22).

We have not discussed here the solidification of a binary mixture. As the details of the phase diagram will become important later, we will postpone this topic to the section on directional solidification. We would like to mention, however, that the representation of the diffusion field in dimensionless form, found in Eq. (2-24), has the virtue that several results can be carried over directly from the thermal case to compositional diffusion, although there are some subtleties in the boundary conditions which make the latter more difficult to analyze.

2.2.4 Mullins–Sekerka Instability

We now combine the considerations of Secs. 2.2.3a) and b) to study the question of whether an originally flat interface will remain flat during the growth process. The results indicate that a flat interface moving into a supercooled melt will become rippled (Mullins and Sekerka, 1963, 1964).

The basic equations are almost exactly the same as in the previous section a) Eqs. (2-30), (2-27), (2-26a), but instead of the boundary condition Eq. (2-26b), we now
have to consider deviations from a flat interface as we move parallel to the interface in the \(x\)-direction. This is provided by Eq. (2-37) as the boundary condition, where we set \(\beta = 0\) for simplicity.

Denoting the deviation of the interface from \(z = 0\) as \(\zeta(x, t)\), we designate the curvature for small amplitudes simply as \(K = -\frac{\partial^2 \zeta}{\partial x^2}\), where, in agreement with Eq. (2-38), the sign of \(K\) allows for the curvature to be positive for a solid protrusion into liquid. We follow here the notation of Langer (1980a).

In a quasistationary approximation, for the sake of simplicity we set the l.h.s. in Eq. (2-30) equal to zero, which of course allows for the stationary solution, Eq. (2-32). It is not difficult to treat the fully time-dependent problem here, but the modifications do not change the results substantially. We now perturb that solution by making a small sinusoidal perturbation of the flat interface:

\[
\zeta(x, t) = \zeta_k \exp(ikx + \Omega_k t) \tag{2-45}
\]

Similarly, a perturbation of the diffusion field is made in the liquid and in the solid

\[
u(x, z, t) = \exp\left(-\frac{2z}{l}\right) - 1
\]

\[
+ \hat{\nu}_k \exp(ikx - qz + \Omega_k t);
\]

\[
u'(x, z, t) = \hat{\nu}'_k \exp(ikx + q'z + \Omega_k t)
\]

where the unprimed form is for the liquid, and the primed values are for the solid. Inserting Eq. (2-46) into Eq. (2-30) with \(\partial u/\partial t = 0\), we obtain

\[
-2q/l + q^2 - k^2 = 0
\]

\[
2q'l' + q'^2 - k^2 = 0 \tag{2-47}
\]

Replacing \(z\) in Eq. (2-46) by \(\zeta(x, t)\) from Eq. (2-45), we can insert this into the boundary condition Eq. (2-37) for \(\beta = 0\) to obtain

\[
\hat{\nu}_k = -2\frac{\hat{\zeta}_k}{l} + \hat{\nu}_k = -d_0 k^2 \hat{\zeta}_k \tag{2-48}
\]

where we have linearized the \(\exp(\ldots)\) with respect to \(\zeta\). Instead of the velocity in Eq. (2-27), we must now use \(V_\zeta = 2D/l + \partial \zeta/\partial t\). With this equation and the same linearization as before

\[
\Omega_k \hat{\zeta}_k = -D(2/l)^2 \hat{\zeta}_k + Dq\hat{\nu}_k + D'q'\hat{\nu}_k
\]

is obtained for the conservation law, Eq. (2-27) (and for small values of \(\zeta\), practically Eq. (2-28)). Eliminating \(\hat{\nu}_k\) here using Eq. (2-48) and eliminating \(q\) using Eq. (2-47) in the limit \(kl \gg 1\) or \(k = q = q'\), we obtain

\[
\Omega_k = V(q - 2/l) - (Dq + D'q')d_0 k^2 = kV[1 - \frac{1}{2}(1 + D'/D)ld_0 k^2] \tag{2-50}
\]

This formula describes the basic mechanism of diffusion-controlled pattern formation in crystal growth. Although in general, diffusion tends to favor homogeneous structures, in the present case it works in the opposite direction! This is easy to understand; the foremost points of a sinusoidal deformation of the interface can dissipate the latent heat of freezing by a larger space angle into the liquid than the points inside the bays. The latter points will therefore be slowed down. The tip points will be accelerated in comparison with the average rate of advancement.

The formula therefore consists of a destabilizing part leading to positive \(\Omega_k\) and a stabilizing part controlled by the capillarity \(d_0\). The stabilization is most efficient at large \(k\) values or short wavelengths; at longer wavelengths, the destabilization due to diffusion into the supercooled liquid dominates.

The dividing line is marked by the combination of \(d_0 l\), which is most conveniently expressed as

\[
\lambda_S = 2\pi/k_S = 2\pi \sqrt{d_0 l} \tag{2-51}
\]

assuming \(D = D'\). This will be called the “stability length”, which gives a measure
of the typical lengths for diffusion-generated ripples on the interface, since the fastest-growing mode has a wavelength $\lambda_f = \sqrt{3} \lambda_s$. This is the first explicit example of the fundamental scaling relation Eq. (2-1) mentioned in the introduction to this chapter.

2.3 Basic Experimental Techniques

Before discussing the various growth models, a short overview of selected experiments that have contributed to our present understanding will be given.

An exhaustive treatment of the subject is not intended here; only some of the characteristic techniques will be described. No specific reference will be given to the many solidification processes available. The main emphasis will be on growth of crystals, because direct evidence on nucleation mechanisms is generally not available. There is an exception; the original technique developed by Schumacher et al. (1998). These authors analysed quenched-in nuclei (inoculants) in glassy Al alloys in the transmission electron microscope. In this state, nucleation kinetics are very slow and in-situ observation of the phases and their structure, composition and crystal orientation can be measured. The reader interested in nucleation experiments is referred to reviews by Perepezko et al. (1987, 1996).

There are two essentially different situations of solidification, or, more generally, of phase transformation (Fig. 2-1):

i) free (undercooled or equiaxed) growth,
ii) constrained (columnar on directional) growth.

In the first case (Fig. 2-1a), the melt undercools, before transforming into a crystal, until nucleation sets in. The crucible that contains the melt must be less effectively catalytic to crystallization than the heterogeneous particles in the melt. The crystals then grow with an interface temperature above the temperature of the surrounding undercooled liquid. Heat is carried into the liquid. The temperature gradient at the solid–liquid interface in the liquid is therefore negative and approximately zero in the solid owing to the initially small crystal size relative to the thermal boundary layer.

In the second case of constrained growth (Fig. 2-1b), the temperature gradient is positive in both liquid and solid, and the first solid is either formed in contact with the chill mold or is already present, as in surface treatment by lasers, for example, where growth occurs epitaxially after re-

![Figure 2-1. Growth in (a) undercooled melt (free growth) and (b) superheated melt (directional growth). The arrows on the outside of the mold represent the heat flux, and the arrows at the solid/liquid interface, the growth direction.](image)
melting. In case i), nucleation is essential in controlling the microstructure (the grain size), while in case ii), nucleation is of minor importance.

Typical technical processes with respect to these two classes of solidification are as follows:

i) casting into low conductivity molds (ceramics), producing small temperature gradients, or adding inoculating agents or stirring the melt, thereby producing many heterogeneous or homogeneous nuclei;

ii) processes with high heat flux imposed through strong cooling of the solid such as continuous casting, welding, laser treatment, or through heating of the melt and cooling of the solid, such as in single crystal growth or Bridgman type directional solidification experiments (see also Flemings, 1991).

In free growth, the undercooling $\Delta T$ of the melt is given and controls the growth rate $V$ and the scale (spacing $\lambda$ or tip radius $R$) of the forming microstructure. In directional growth, the rate of advance of the isotherms is imposed by heat flux leading to an imposed growth rate (constrained growth). This, in turn, controls the interface temperature (undercooling) and the microstructural scales. These three variables (temperature, growth rate, and microstructural size) have to be measured experimentally for a quantitative comparison of theory and experiment. A number of material parameters of the alloy system have to be known, such as the solid–liquid interfacial energy with its anisotropy, the diffusion coefficient, the stable and metastable phase diagram, etc.

The experimental techniques are divided into two classes; those which produce relatively small growth rates and those which aim for high solidification rates. The corresponding experimental setup is quite different, and some of its important elements will be described below.

2.3.1 Free Growth

Slow growth rates

In free growth, the undercooling $\Delta T$ or the temperature of the melt $T_0 = (T_m - \Delta T)$ is imposed on the system, and the growth rate $V$ and the microstructural scale are the dependent variables. For low undercoolings, and therefore slow growth rates, all three variables can be measured precisely if the substance is transparent. The crystallization of non-transparent metals, however, is the major issue in solidification studies relevant to technical applications.

Instead of investigating the crystallization of metallic systems directly, suitable model substances have to be found. These are generally organic “plastic crystals” which, like metals, have simple crystal structures and low melting entropies (Jackson, 1958). One of the substances which behaves very similarly to metals and also has well characterized properties is succinonitrile (SCN) (Huang and Glicksman, 1981). Numerous results have been obtained with this material by Glicksman and co-workers. Their careful experimental approach not only produced the most precise measurements known at that time but has also stimulated new ideas about possible mechanisms of structure formation through the discrepancy found between the observations and the predictions of previous theories.

Fig. 2-2 shows the experimental setup developed by Glicksman et al. (1976) to study free dendritic solidification. After zone melting, the material is introduced into the growth chamber (C), which is then slowly undercooled with the heaters (A) and (B) in order to avoid premature crystal-
By careful adjustment of heater (A), growth starts there, and a crystal grows through the orifice in chamber (C). From then on, the dendrite can grow freely into the undercooled liquid and its shape, size and growth rate, depending on supercooling, are measured with the aid of photographs. In order to choose a proper projection plane of observation, the entire equipment can be translated, rotated and tilted at (D). A series of similar experiments have been performed at low temperatures with rare gases (Bilgram et al., 1989).

In this kind of experiment, it is important to avoid thermal or solutal convection, as this transport mechanism will change the results and make them difficult to compare with diffusional theory. Glicksman et al. (1988) have shown the effect of thermally driven convection on the growth morphology of pure SCN dendrites. Fig. 2-3 clearly shows a strong deviation of the growth rate at undercoolings lower than 1 K, where convection is believed to accelerate dendrite growth. Here \( V_0 \) is the dendrite tip rate of pure diffusion-controlled growth. Recent experiments on free dendritic growth of succinonitrile in space under microgravity conditions in the undercooling range of 0.064 to 1.844 K confirmed this effect clearly (Koss et al., 1999).

Another type of slow dendrite growth in undercooled media has been analyzed by Trivedi and Laorchan (1988). These authors made interesting \textit{in situ} observations during the crystallization of glasses. Even if the driving forces in these systems are very large, growth is heavily restricted due to slow diffusion and attachment kinetics.

**Figure 2-2.** Equipment for free growth of organic dendrites (Glicksman et al., 1976). A and B, control heaters; C, growth chamber; D, tilting and rotating device; F, tank cover; G and H, zone-refining tubes.

**Figure 2-3.** Ratio of measured growth rate, \( V \), to predicted rate from diffusion theory, \( V_D \), as a function of undercooling (Glicksman et al., 1988).
**Fast growth rates**

In order to explore solidification behavior under very large driving forces, Herlach et al. (1993) and Herlach (1994, 1997) systematically measured dendrite growth rates in a large number of highly undercooled alloys. Nucleation is avoided by levitation melting in an ultrahigh vacuum environment. Undercooling of more than 300 K leading to growth rates of up to 70 m/s has been reached. Such large undercoolings have been obtained by several authors before, but growth rates have not been measured. Interesting results in Ni–Sn alloys have also been obtained by high-speed cinematography of highly undercooled samples. These results were produced by Wu et al. (1987) by encapsulating the melt in glass. They tried to measure tip radii from the photograph. In this case, however, only the thermal images of the dendrites could be seen, their tips being controlled by solute diffusion. The radii from the thermal images are therefore believed to be much larger than the real radii.

---

**2.3.2 Directional growth**

**Slow growth rates**

Understanding of solidification improved in the 1950s when the need for better semiconductor materials stimulated research using directional growth techniques such as zone melting and Bridgman growth. Later, directional casting became an important topic of research for the production of single crystal turbine blades. Fig. 2-4 shows the essentials of two techniques: Bridgman type and chill plate directional solidification. The first of these processes (Fig. 2-4a) has the advantage of being able to produce a constant growth rate and a constant temperature gradient over a considerable length and to allow for a certain uncoupling of these two most important variables. It was this latter advantage which, early on in solidification research, provided much insight into the mechanisms of growth. With one growth rate, but varying temperature gradient (or vice versa), plane-front, cellular or dendritic morphologies could be grown, and their evolution studied. Important concepts (constitutional undercooling, cell growth,
etc.) have been developed with the aid of observations made with the Bridgman type of equipment. The experiments by Hunt et al. (e.g., Burden and Hunt, 1974) deserve special attention, as the quality of the measurements was of a very high standard.

Furthermore, most of the work on directional eutectics and their growth mechanisms was performed with the aid of this technique. In eutectic solidification, the microstructure after transformation has the same size (interphase spacing $\lambda$) as that found at the growing interface and thus allows for direct conclusions to be drawn concerning the growth process. This important variable can therefore be easily determined in non-transparent metals. This, however, is not possible with the corresponding quantity of the dendrite, the tip radius $R$, as discussed earlier.

One disadvantage of the Bridgman experiment is the need for a small diameter due to heat flux constraints. This is avoided in the process shown in Fig. 2-4b (directional casting), but in this case a separation of the variables $V$ and $G$ is not possible. Therefore, this method is less interesting for scientific purposes. However it is used extensively for directional casting of single crystal turbine blades (Versnyder and Shank, 1970).

For in-situ observation of microstructure information, we can also use plastic crystals in an experimental arrangement resembling a two-dimensional Bridgman apparatus, as shown in Fig. 2-5. Two glass slides containing the organic analogue are moved over a heating and cooling device producing a constant temperature gradient $G_T$. This can be controlled to certain limits by the temperature difference and distance between heater and cooler (Somboonsuk and Trivedi, 1985; Trivedi and Somboonsuk, 1985; Akamatsu et al., 1995; Ginibre et al., 1997; Akamatsu and Faivre, 1998).

Figure 2-5. Schematic diagram of growth cell (a, b) for observation of directional solidification of transparent substances under a microscope (Esaka and Kurz, 1985). 1, solid; 2, liquid; 3, thermocouple; 4, cell; 5, low melting glass; 6, araldite seal; 7 and 8, heaters; 9, cooler; 10, drive mechanism; 11, microscope. In (c) the temperature distribution in the growth cell is shown.

A thin thermocouple incorporated into the alloy allows for measurement of interface temperature (Fig. 2-6) and temperature gradient in liquid and solid (Esaka and Kurz, 1985; Somboonsuk and Trivedi, 1985; Trivedi and Somboonsuk, 1985; Trivedi and Kurz, 1986).

**Fast growth rates**

There have been attempts to increase the growth rate in Bridgman type experiments. The first to reach rates of the order of several mm/s were Livingston et al. (1970). The best way to reach much higher rates is through laser resolidification using a stable
high-powered laser. In this case, a small melt pool with very steep temperature gradients is created (for a remelted layer of 100 mm thickness, the temperature gradient $G_T$ is of the order of 5000 K/mm). The microstructure is then constrained to follow closely the heat flow, which is perpendicular to the isotherms (Fig. 2-7). Therefore, knowing the angle $\theta$ between the direction of growth and the direction and rate of movement of the laser beam alloys for the growth rate to be obtained locally, even in the electron microscope (Zimmermann et al., 1989). Note that the growth rate increases from zero at the interface with the substrate up to a maximum at the surface. The only unknown which would be extremely difficult to measure is the interface temperature.

Consequently, in the case of rapid directional growth we can determine the post-solidification microstructure and its growth rate as well as the bath temperature and the growth rate in rapid undercooled growth. In both cases, the measurement of the interface temperature is not possible for the time being and must be evaluated through theory alone.

2.4 Free Dendritic Growth

The most popular example of dendritically (= tree-like) growing crystals is given by snowflakes. The six primary arms on each snowflake look rather similar but there is an enormous variety of forms between different snowflakes (Nakaya, 1954). From our present knowledge, the similarity of arms on the same snowflake is an indication of similar growth conditions over the arms of a snowflake, the variation of structure along each arm being an indication of a time variation of external growth conditions.

In order to formulate a theory, some specific assumptions about these environmental conditions must be made. Unfortunately, the growth of a snowflake is an extremely complicated process, involving strongly anisotropic surface tension and kinetics and the transport of heat, water vapor, and even impurities. Therefore, we will initially drastically simplify the model assumptions. In the same spirit, a number of precise experiments have been performed to identify quantitatively the most important ingredients for this mechanism.

In its simplest form, dendritic growth requires only a supercooled one-component liquid with a solid nucleus inside, so that the heat released at the solid–liquid interface during growth is transported away into the liquid. This is precisely the condition given in Sec. 2.2.3 concerning a sphere growing into the supercooled, and there-
2.4 Free Dendritic Growth

Before metastable, liquid. A relatively straightforward stability analysis (Mullins and Sekerka, 1963, 1964; Langer, 1980a) shows that the solid tends to deviate from spherical form as soon as its radius \( R \) has become larger than seven times the critical radius \( R_c = 2d_0/\Delta \). A time-dependent analysis has also been carried out (Yokoyama and Kuroda, 1988). During the further evolution, these deformations evolve into essentially independent arms, the primary dendrites.

The growth of such dendrites is a very widespread phenomenon, as will become clearer in Sec. 2.5 on directional solidification. There are also close relations to processes called diffusion-limited aggregation (DLA) (for a review see Meakin, 1988; for relation to crystal growth, see Uwaha and Saito, 1990; Xiao et al., 1988). For these processes, some specific assumptions are made about the incorporation of atoms into the advancing interface which are not easily carried over into the notion of surface tension, etc. Another line of closely related problems concerns the viscous flow of two immiscible liquids (Saffmann and Taylor, 1958; Brener et al., 1988; Dombre and Hakim, 1987; Kessler and Levine, 1986c). We will briefly refer to this in Sec. 2.5.

2.4.1 The Needle Crystal Solution

In this subsection, we will look at an isolated, needle-shaped crystal growing under stationary conditions into a supercooled melt. A stationary condition, of course, only
holds in a frame of reference moving at velocity \( V \) in the positive \( z \)-direction. For a one-component crystal, the latent heat of freezing must be diffused away into the liquid.

The process is therefore governed by the heat diffusion Eq. (2-25)

\[
0 = \nabla^2 u + \frac{2}{l} \frac{\partial u}{\partial z} \quad (2-52)
\]

where we have used a dimensionless form, Eq. (2-30), for a stationary pattern together with the definition of the diffusion length, Eq. (2-31). If the diffusion constants in the crystal and the liquid are different, we would have to use two diffusion lengths. The continuity Eq. (2-27) at the interface is for normal velocity

\[
V^\perp = - DT \hat{n} \cdot \nabla u_L + DT \hat{n} \cdot \nabla u_S \quad (2-53)
\]

where the subscripts \( L \) and \( S \) denote gradients taken on the liquid side and on the solid side of the interface. This is known as the “two-sided” model (Langer and Turski, 1977) and, because of identical diffusion constants, as the “symmetrical” model. The generalization to different diffusion constants is simple.

The boundary condition at the interface is

\[
u_I = - d_0 K - \beta V \quad (2-54)
\]

and at infinity

\[
u_\infty = - \Delta \quad (2-55)
\]

as introduced before in Eqs. (2-37) and (2-41), respectively. Note that a constant like \( \Delta \) may be added on the right-hand side of both equations without changing the results apart from this additive constant in the \( u \)-field, as frequently appears in the literature. The definition of \( \Delta \) follows easily from Eqs. (2-24) and (2-41).

In general, the capillary length \( d_0 \) and the kinetic coefficient \( \beta \) are anisotropic because of the anisotropy of the crystalline lattice, but they are not directly related (Burkhardt et al., 1977). For the moment, we will assume \( \beta = 0 \), i.e., the interface kinetics should be infinitely fast. Even then, the curvature \( K \) in Eq. (2-54) is a complicated function of the interface profile. The simplest approximation for the moment, therefore, is to ignore both terms on the r.h.s. of the boundary condition, which corresponds to setting the surface tension to zero. The boundary condition is then simply a constant (= 0 in our notation).

A second-order partial differential equation such as the diffusion equation can be decomposed in the typical orthogonal coordinate systems, and we therefore obtain a closed form solution for the problem with a boundary of parabolic shape: a rotational paraboloid in three dimensions and a simple parabola in two dimensions. This is the famous “Ivantsov” solution (Ivantsov, 1947).

The straightforward way to look at this problem is as a coordinate transformation from the cartesian \( \{x, z\} \) frame, where \( z \) is the growth direction, to the parabolic coordinates \( \{\xi, \eta\} \):

\[
\xi = (r - z)/\varrho; \quad \eta = (r + z)/\varrho
\]

where \( r \) is the radial distance \( \sqrt{x^2 + z^2} \) from the origin, and \( \varrho \) is a constant. After transforming the differential operators in Eqs. (2-52) and (2-53) to \( \{\xi, \eta\} \) (Langer and Müller-Krumbhaar, 1977, 1978), it can be seen immediately that \( \eta(\xi) = \eta_S = 1 \) for the interface is a solution to the problem confirming the parabolic shape of the interface, with \( \varrho \) being the radius of curvature at the tip.

This Ivantsov radius, \( \varrho \), is now related to the supercooling \( \Delta \) and the diffusion length \( l \) by the relation

\[
\Delta = \begin{cases} Pe^P E_1(P) & 3\text{-dim} \\ \sqrt{\pi P} e^P \text{erfc} (\sqrt{P}) & 2\text{-dim} \end{cases} \quad (2-56)
\]
which for small $\Delta \ll 1$ gives

$$\Delta \approx \begin{cases} P \left(- \ln P - 0.5772 \ldots\right) & \text{3-dim} \\ \sqrt{\pi P} & \text{2-dim} \end{cases}$$

and for $\Delta \to 1$ asymptotically

$$\Delta \approx \begin{cases} 1 - 1/P & \text{3-dim} \\ 1 - 1/2P & \text{2-dim} \end{cases}$$

where the dimensionless Péclet number $P$ is defined as the relation

$$P = \frac{\rho l}{\rho V/2D} \quad (2-57)$$

between tip radius and growth rate. $E_1(P)$ is the exponential integral

$$E_1(P) = \int_0^\infty \frac{e^{-t}}{t} \, dt \quad (2-58)$$

and erfc is the complement of the error function.

Eq. (2-56) may be interpreted as an expression of supercooling in terms of the Péclet number. This explanation is important because the following considerations of surface tension give only very small corrections to the shape of the needle crystal. Therefore, Eq. (2-56) will be also valid with non-zero surface tension at typical experimental undercoolings of $\Delta \approx 10^{-1}$. An important consequence is that the scaling results derived below then become independent of the dimensionality (2 or 3), if the supercooling is expressed through the Péclet number.

The basic result of Eqs. (2-57) and (2-48) is that the growth rate of this parabolic needle is inversely proportional to the tip radius, but no specific velocity is selected. For experimental comparison, we make a fit of the tip shape to a parabola. The tip radius of that parabola is then compared with the Ivantsov radius $\varrho$. The actual tip radius will be different from the Ivantsov radius of the fit parabola, because of surface tension effects. Before we consider surface tension explicitly we now give an integral formulation for the problem using Green’s functions, which has proved to be more convenient for analytical and numerical calculations (Nash and Glicksman, 1974).

The value of a temperature field $u(x, t)$ in space and time is obtained by multiplying the Green’s function of the diffusion equation with the distribution for sources and sinks for heat and integrating the product over all space and time. In our case, this explicitly gives

$$u(x, z, t) = \int dt' \int dx' G[x - x', z - \zeta(x', t')] + V(t - t'), t - t' \right\{ V + \frac{\partial \zeta}{\partial t'} \right\}$$

(Langer, 1987b), with the Green’s function

$$G(x, z, t) = \frac{1}{(4\pi Dt)^{3/2}} \exp \left(- \frac{|x|^2 + z^2}{4Dt} \right)$$

(2-60)

for diffusion in an infinite three-dimensional medium (symmetrical case), while $\zeta$ is the $z$ coordinate of the interface. The source term {...} in this equation is obviously the interface in the frame of reference moving at velocity $V$ in the $z$-direction. This equation already contains the conservation law or the continuity equation at the interface. Furthermore, it is valid everywhere in space and, in particular, at the interface $z = \zeta(x, t)$, where the l.h.s. of Eq. (2-59) is then set equal to Eq. (2-54). Here $u$ is assumed to vanish at infinity, so $\Delta$ must be added on the l.h.s.

In the two-dimensional case and for stationary conditions, this can be rewritten as

$$\Delta - \frac{d_0}{\varrho} K(\zeta) = P \Gamma_2 \{P, x, \zeta(x)\} \quad (2-61)$$
(Langer, 1987b), with
\[ \Gamma_2 \{ P, x, \zeta(x) \} = \frac{1}{2\pi} \int_0^\infty \frac{dy}{y} \int_{-\infty}^{\infty} dx' \] \[ \times \exp \left[ - \frac{P}{2y} \{(x-x')^2 + [\zeta(x) - \zeta(x')]^2\} \right] \] (2-62)

In addition, it was shown (Pelce and Po-meau, 1986) that with the parabolic Ivantsov solution
\[ \zeta(x) \rightarrow \zeta_{IV} = -\frac{1}{2} x^2 \] (2-63)
we can obtain
\[ \mathcal{P} \Gamma_2 \{ P, x, \zeta_{IV}(x) \} = \Delta \]
which is independent of \( x \), with \( \Delta \) coming from Eq. (2-56b). Note that from Eqs. (2-59) to (2-61) we have replaced \( x \) by \( x \theta \) etc., which mirrors the scaling form of Eq. (2-57).

We are now ready to consider a non-zero capillary length \( d_0 \) Eq. (2-39), which we generalize to be anisotropic:
\[ d_0 \rightarrow d = d_0 (1 - \varepsilon \cos 4 \vartheta) \] (2-64)
where \( \vartheta \) is the angle between the interface-normal and the \( z \)-axis (2-dim, 4-fold anisotropy), and \( \varepsilon > 0 \) is the relative strength of that anisotropy. This form arises from the assumption
\[ \gamma = \gamma_0 (1 + \delta \cos 4 \vartheta) \] (2-65)
for anisotropy surface tension, which gives through Eq. (2-22) \( \varepsilon = 15 \delta \). Note that it is the stiffness \( \gamma'' \) which dominates the behavior, not \( \gamma \) directly. Along the Ivantsov parabola, the angle \( \vartheta \) is related to \( x \):
\[ d = d_0 A(x); \quad A(x) = 1 - \varepsilon + \frac{8\varepsilon x^2}{(1 + x^2)^2} \] (2-66)
and the deviation from \( \zeta_{IV}(x) \) can be expressed as
\[ -\frac{d}{\varrho P} K(\zeta) = \Gamma_2 \{ P, x, \zeta \} - \Gamma_2 \{ P, x, \zeta_{IV} \} \] (2-67)
For convenience we combine some parameters into a dimensionless quantity \( \sigma \):
\[ \sigma = \frac{2Dd_0}{\varrho^2V} = \frac{d_0}{2DP^2} V \] (2-68)
so that the l.h.s. of Eq. (2-67) becomes
\[ -\frac{d}{\varrho P} K = -\sigma A K \] (2-69)
the curvature as usual being
\[ K(\zeta) = -\frac{\partial^2 \zeta/\partial x^2}{[1 + (\partial \zeta/\partial x)^2]^{3/2}} \] (2-70)
It should be clear at this point that the parameter \( \sigma \) in Eq. (2-68) plays an important role, because it multiplies the highest derivative in Eqs. (2-61) and (2-67). More specifically, we can expect that the resulting structure \( \zeta(x) \) of the interface depends on the material properties and experimental conditions only through this parameter \( \sigma \) (within the model assumptions), which becomes a function of \( P \) and \( \varepsilon \)
\[ \sigma = \sigma (P, \varepsilon) \] (2-71)
The importance of the parameter \( \sigma \) was recognized in an earlier stability analysis (Langer and Müller-Krumbhaar, 1978, 1980) of the isotropic case. It turned out later, however, that the anisotropy is essential in determining the precise value of \( \sigma \). This is crucial as \( \varepsilon \rightarrow 0 \) implies \( \sigma \rightarrow 0 \), i.e., no stationary needle solutions exist without anisotropy.

We will now briefly describe the analysis of Eq. (2-67). The details of this singular perturbation theory are somewhat involved, and we therefore have to omit them here. The basic method was formulated by Kruskal and Segur (1985), and the first scaling relations for dendritic growth were obtained for the boundary-layer model (Ben Jacob et al., 1983, 1984). A good introduction to the mathematical aspects can
be found in the lectures by Langer (1987b), on which the following presentation is based. The most mathematically sound (nonlinear) solution seems to have been given by Ben Amar and Pomeau (1986). For convenience, we have sketched a slightly earlier linearized version here, while the nonlinear treatment leads to basically the same result.

Looking for a solution to Eq. (2-67) in linear approximation, we start by expanding to first order in

\[ \zeta_1(x) = \zeta(x) - \zeta_{1V}(x) \]  

(2-72)

In the limit of the small Péclet number, and with the substitution

\[ \zeta_1(x) = (1 + x^2)^{3/4} Z(x) \]  

(2-73)

gives

\[ (\hat{B} + \hat{A}) \cdot Z(x) = \sigma/(1 + x^2)^{3/4} \]  

(2-74)

where \( \hat{B} \) is a self-adjoint differential operator

\[ \hat{B} = \sigma \frac{d^2}{dx^2} + \frac{(1 + x^2)^{1/2}}{A(x)} + 0(\sigma) \]  

(2-75)

and

\[ \hat{A} \cdot Z(x) = \frac{(1 + x^2)^{3/4}}{2 \pi A(x)} \times \mathcal{P} \int_{-\infty}^{+\infty} dx' \frac{(x + x')(1 + x'^2)^{3/4}}{(x - x')\left[1 + \frac{1}{4}(x + x')^2\right]} Z(x') \]  

(2-76)

with \( \mathcal{P} \) denoting the principal value.

The integral kernel in Eq. (2-76) is antisymmetric apart from a prefactor \( A(x)^{-1} \). An analytic solution to Eq. (2-74) has not yet been found. A necessary condition to be fulfilled by the present inhomogeneity is that it should be orthogonal to the null-eigenvectors \( \tilde{Z}(x) \) of the adjoint homogeneous problem:

\[ (\hat{B} + \hat{A}^+) \cdot Z(x) = 0 \]  

(2-77)

such that

\[ \Lambda(\sigma, \varepsilon) \equiv \int_{-\infty}^{+\infty} dx' \frac{\tilde{Z}(x)}{(1 + x^2)^{3/4}} = 0 \]  

(2-78)

In fact, this is already a sufficient condition for the solvability of the inhomogeneous equation, but it is not very simple.

A solution for \( \tilde{Z}(x) \) can be found by a WKB technique, for which we refer to the literature (Kessler et al., 1987, 1988; Langer, 1987b; Caroli et al., 1986a, b). The result for the solvability condition, Eqs. (2-71) and (2-78), is that the parameter \( \sigma \) should depend on anisotropy \( \varepsilon \) as

\[ \sigma \approx \sigma_0 \varepsilon^{7/4} \]  

(2-79)

in the limit \( P \to 0, \varepsilon \to 0 \), with some constant prefactor \( \sigma_0 \) of order unity.

Eq. (2-79) is the solution for the needle-shaped crystal with capillary anisotropy \( \varepsilon > 0 \), together with Eq. (2-68). Note again that \( \varepsilon \) is the anisotropy of capillary length, which differs by a factor from surface-tension anisotropy Eq. (2-65). Formally, there is not just one solution but infinitely many, corresponding to slow, fat needles which are dynamically unstable. Only the fastest of these needle solutions appears to be stable against tip-splitting fluctuations and may thus represent an ‘observable’ needle crystal, as expressed by Eq. (2-79). For practical comparison, experimental data is best compared with numerical solutions of Eq. (2-61), because the applicability of Eq. (2-79) seems to be restricted to very small values of \( \varepsilon \) (Meiron, 1986; Ben Amar and Moussallam, 1987; Misbah, 1987). This will be discussed further in the next section.

**Needle-crystal solution in three-dimensional dendritic growth**

The theory of dendritic growth becomes extremely difficult, however, for three-di-
A simple extrapolation of the 2D case, where the surface energy is averaged in the azimuthal direction (axisymmetric approach, Ben Amar, 1998; Barbieri and Langer, 1989), is very important in order to have some qualitative predictions. But any physical anisotropy will give rise to a non-axisymmetric shape of the crystal. A numerical approach to the non-axisymmetric problem was presented by Kessler and Levine (1988) who pointed out the following aspect of the problem. In either the 2D or the axisymmetric case, selection of the growth velocity follows from the solvability condition of smoothness of the dendrite tip. In the 3D non-axisymmetric case a solvability condition must be satisfied for each of the azimuthal harmonics. Kessler and Levine made several approximations and performed only a two-mode calculation, but the crucial point of their analysis is that they found enough degrees of freedom to satisfy all solvability conditions.

More recently, an analytic theory of three-dimensional dendritic growth has been developed by Ben Amar and Brener (1993). In the framework of asymptotics beyond all orders, they derived the inner equation in the complex plane for the non-axisymmetric shape correction to the Ivantsov paraboloid. The solvability condition for this equation provides selection of both the stability parameter $\sigma \propto \varepsilon^{7/4}$ and the interface shape. The selected shape can be written as

$$z(r, \phi) = -\frac{r^2}{2} + \sum A_m r^m \cos m\phi \quad (2-80)$$

where all lengths are reduced by the tip radius of curvature $\rho$. Solvability theory (Ben Amar and Brener, 1993) predicts that the numbers $A_m$ are independent of the anisotropy strength $\alpha$, in the limit of small $\alpha$. For example, the first non-trivial term for cubic symmetry corresponds to $m = 4$ and $A_4 = 1/96$ is only numerically small. Therefore, the shape correction, Eq. (2-80), in units of the tip radius of curvature, depends mostly on the crystalline symmetry and is almost independent of the material and growth parameters.

Stability theory for the 3D dendritic growth against tip-splitting modes has been developed by Brener and Mel’nikov (1995).

An important aspect of Eq. (2-80) is that the shift vector $r^m \cos m\phi$ grows at a faster rate than the underlying Ivantsov solution. This means that only the tip region, where the anisotropy correction is still small, can be described by the usual approximation (Kessler and Levine, 1988; Ben Amar and Brener, 1993), a linearization around the Ivantsov paraboloid. This is the crucial difference between the 3D non-axisymmetric case and the 2D case. In the latter, small anisotropy implies that the shape of the selected needle crystal is close to the Ivantsov parabola everywhere; in the former, strong deviations from the Ivantsov paraboloid appear for any anisotropy.

Several important questions arise. How is the tail of the dendrite to be described? Is it possible to match the non-axisymmetric shape (Eq. (2-80)) in the tip region to the asymptotic shape in the tail region? What is the final needle-crystal solution? The answers to these questions have been given by Brener (1993).

The basic idea is that the non-axisymmetric shape correction, generated in the tip region, should be used as an ‘initial’ condition for a time-dependent two-dimensional problem describing the motion of the cross-section of the interface in the tail region. In this reduced description, the role of time is played by the coordinate $z$ for steady-state growth in the $z$ direction. The deviation from the isotropic Ivantsov solution remains small only during the initial
period of the evolution. This initial deviation can be handled by a linear theory starting from a mode expansion which takes the same form as Eq. (2-80) with, in principle, arbitrary coefficients. These amplitudes then have to be chosen according to the predictions of selection theory (Ben Amar and Brener, 1993) in order to provide the matching to the tip region. As ‘time’ goes on, the deviation increases owing to the Mullins–Sekerka instability and a nonlinear theory must take over. We can guess what the long-time behavior of the system will be. Indeed, this two-dimensional problem is precisely the same as that which leads to two-dimensional dendritic structures. Four well-developed arms (for cubic symmetry) grow with a constant speed in the directions favored by the surface energy anisotropy. Each arm has a parabolic shape, its growth velocity,

\[ v_2 = 2DP_2^2 (\Delta) \times \sigma_2^* (\varepsilon) / d_0, \]

and the radius of curvature of its tip, \( \rho_2 = d_0 / (P_2 \sigma_2^*) \), are given by 2D selection theory, where the anisotropic surface energy again plays a crucial role. The Péclet number \( P_2 = \rho_2 v_2 / 2D \) is related to the undercooling \( \Delta \) by the 2D Ivantsov formula, which for small \( \Delta \) gives

\[ P_2 = (\Delta) = \Delta^2 / \pi \]  

(2-81)

The selected stability parameter \( \sigma_2 = d_0 / (P_2 \rho_2) \) depends on the strength of the anisotropy \( \varepsilon \), and \( \sigma_2^* (\varepsilon) \propto \varepsilon^{7/4} \) for small \( \varepsilon \) as was explained above. Replacing \( t \) by \( |z| / v \) and reducing all lengths by \( \rho \), we can present the shape of one-quarter of the interface (except very close to the dendritic backbone) in the form

\[ x(y, z) = |z| \left( \frac{v_2}{v} - \frac{y^2}{2} \frac{\rho}{\rho_2} \right) \]  

(2-82)

This asymptotic describes the strongly anisotropic interface shape far behind the tip and does not match, for small \( \Delta \), the shape described by Eq. (2-80). In this case an important intermediate asymptotic exists if the size of the 2D pattern is still much smaller than a diffusion length \( (Dt)^{1/2} \). This 2D Laplacian problem (with a fixed flux from the outside) was solved, both numerically and analytically, by Almgren et al. (1993) who were interested in anisotropic Hele–Shaw flow. They found that after some transition time the system shows an asymptotic behavior which is independent of the initial conditions and involves the formation of four well-developed arms. The length of these arms increases in time as \( t^{3/5} \) and their width increases as \( t^{2/5} \). The basic idea that explains these scaling relations is that the stability parameter \( \sigma_2 = 2Dd_0 / (\rho_2^* v_2) \) is supposed to be equal to \( \sigma_2^* (\varepsilon) \) even though both \( v_2 \) and \( \rho_2 \) depend on time. Moreover, the growing self-similar shape of the arms was determined. In terms of the dendritic problem it reads (Brener, 1993)

\[
y(x, z) = \left( 5 |z| / 3 \right)^{2/5} \left( \frac{\rho^*}{\rho_2^*} \right)^{1/5} \left( \frac{x}{x_{\text{tip}}} \right)^{2/3} \]

\[
\times \int_{x/x_{\text{tip}}}^{1} \frac{ds}{s^{2/3} \sqrt{1 - s^4}} \]  

(2-83a)

where the tip position \( x_{\text{tip}} \) of the arm is given by

\[ x_{\text{tip}} (z) = \left( 5 |z| / 3 \right)^{3/5} \left( \sigma_2^* / \sigma_2^* \right)^{1/5} \]  

(2-83b)

The ratio \( \sigma_2^* (\varepsilon) / \sigma_2^* (\varepsilon) \) is independent of \( \varepsilon \) in the limit of small \( \varepsilon \). This means that the shape, Eq. (2-83), in the tail region is almost independent of the material and growth parameters, as well as shape, Eq. (2-80), in the tip region (if all lengths are reduced by \( \rho \)).

Recent experiments on 3D dendrites (Bisang and Bilgram, 1995) and numerical simulations (Karma and Rappel, 1998) are in very good agreement with these theoretical predictions.
2.4.2 Side-Branching Dendrites

This section provides a summary of the present understanding of dendritic growth. It is centered around numerical simulations of isolated side-branching dendrites in a one-component system where heat diffusion is the relevant dynamical process. Alternatively, it also describes dendritic growth from a two-component system at essentially constant temperature. In the latter case, we should also discuss the phase diagram; this will be covered later in the section on directional solidification. For many typical cases of growth from a dilute solution however, the information contained in this section should be sufficient.

We start with the definition of the model resulting from the set of Eqs. (2-52) to (2-55). The dynamics come from the conservation law, Eq. (2-53), at the interface. As in the previous section, we use here the form of dimensionless units introduced in Sec. 2.2.3 for the case of heat diffusion. The case of chemical diffusion (temperature then being assumed constant = \(T_0\)) can be treated by the same equations. The normalization is described in Sec. 2.5.2. For convenience, we will simply summarize here the basic formulas for both cases.

In contrast to Eqs. (2-37) and (2-54), we will now normalize the following equation to obtain \(u=0\) at infinity, which results from adding the constant \(\Delta\) to the field-variable \(u\) in all equations. Then, the diffusion field becomes

\[
    u = \begin{cases} 
        \frac{1}{(T - T_{\infty})/L_m c_p} & \text{thermal diffusion} \\
        \frac{1}{(\mu - \mu_{\infty})/(\Delta C \partial \mu/\partial C)} & \text{chemical diffusion} 
    \end{cases}
\]

\[2-84\]

where \(\mu\) is the chemical potential difference between solute and solvent and \(\Delta C\) (0 \(\leq \Delta C \leq 1\)) is the miscibility gap at the operating temperature \(T_0\).

The dimensionless supercooling is given as

\[
    \Delta = \begin{cases} 
        (T_m - T_\infty)/(L_m c_p) & \text{thermal} \\
        (\mu_{eq} - \mu_{\infty})/(\Delta C \partial \mu/\partial C) & \text{chemical} 
    \end{cases}
\]

\[2-85\]

The capillary length is then

\[
    d = [\gamma(\vartheta) + \gamma''(\vartheta)] \begin{cases} 
        T_m c_p L_m^{-2} & \text{thermal} \\
        \Delta C^{-2} (\partial \mu/\partial C)^{-1} & \text{chemical} 
    \end{cases}
\]

\[2-86\]

The quantity \(\partial \mu/\partial C\) is not easily measured, but for small \(\Delta C \ll 1\) of a dilute solution, it can be related to the slope of the liquidus line \(dT/dC\) at \(T_0 = T_m\) by

\[
    \frac{\partial \mu}{\partial C} \approx \frac{L_m}{T_m \Delta C} \frac{dT}{dC}
\]

\[2-87\]

(Mullins and Sekerka, 1963, 1964; Langer, 1980a). Note that the chemical capillary length can be several orders of magnitude larger than the thermal length.

The boundary condition, Eq. (2-54), then simply changes to

\[
    u_1 = \Delta - dK - \beta V
\]

\[2-88\]

where now the anisotropic capillary length \(d\) is used. The kinetic coefficient may also depend on concentration (Caroli et al., 1988), which we ignore here. Far away from the interface in the liquid, the boundary condition becomes

\[
    u_\infty = 0
\]

\[2-89\]

For the chemical case, we may practically ignore diffusion in the solid.

The diffusion Eq. (2-52) and the conservation law, Eq. (2-53), remain unchanged, and the diffusion length is defined as before as \(l = 2D_T/V\), with \(V\) being the average velocity of the growing dendrite.
There are, of course, important differences between two and three dimensions, as a three-dimensional needle crystal is not necessarily rotationally symmetric around its axis. Snow crystals, for example, show large anisotropies in directions orthogonal to the growth direction of the primary dendritic needle (Yokoyama and Kuroda, 1988). In the immediate neighborhood of the tip, however, the deviation from this rational symmetry is often small. Therefore, we may work with this two-dimensional model by using an “effective” capillary length. The scaling relations given below are expected to be insensitive to this apart from a constant prefactor of order unity in the $\sigma(\epsilon)$-relation (Kessler and Levine, 1986b, d; Langer, 1987a).

The numerical simulations were performed for a two-dimensional crystal–liquid interface. In Fig. 2-8, we show a typical dendrite with side branches resulting from the time-dependent calculations (Saito et al., 1987, 1988) (compare with the experimental result by Glicksman et al. (1976) in Fig. 2-9). The profile is symmetric around the axis by definition of the calculation. An approximately parabolic tip has been formed from which side branches begin to grow further down the shaft (only the early stage of side-branch formation was considered). They have a typical distance which, however, is not strictly regular.

As a first result, the scaling relation, Eq. (2-68), was checked using the Péclet number from Eq. (2-56b). Experimentally, this requires the anisotropic capillary length and the supercooling to be varied independently. In Fig. 2-10, the scaled numerical results are shown as symbols for two dif-
different supercoolings and compared with the results (full lines) for the stationary needle crystal. The upper line corresponds to the model with diffusion in the liquid only (Misbah, 1987), as used in the numerical simulation here. The lower line corresponds to the symmetrical model with equal diffusion in liquid and solid (Ben Amar and Moussallam, 1987). Apparently, the two results look the same, apart from a factor of approximately two in $s$. Note that in unscaled form (i.e., multiplying by $P^2$) the data for the two supercoolings would differ by about two orders of magnitude!

From an experimental point of view, it is better to use Fig. 2-10 rather than Eq. (2-79) for comparison, as the range of validity of Eq. (2-79) seems to be restricted to rather small values of $\varepsilon$. For unknown material parameters such as diffusion constant, capillary length and anisotropy, we can still check the scaling relation of the growth rate $V$ through the Péclet number, Eq. (2-56), depending on supercooling. Eq. (2-68) should then give a constant, although arbitrary, value of $s$. This scaling result was confirmed experimentally in the 1970s, before the full theory existed (Langer and Müller-Krumbhaar, 1978, 1980). At that time, it was assumed (“marginal stability” hypothesis) that a universal value of $s \approx 0.03$ was determined by a dynamic mechanism independent of anisotropy. The results for the needle crystal, together with these numerical simulations, now show that $s$ depends on anisotropy $\varepsilon$ as shown in Fig. 2-10. Experimental tests on the $\varepsilon$-dependence (Sec. 2.4.3) are still rather sparse and do not quite fit that picture, for reasons not well understood.

So far we have only looked at the relation between growth rate, anisotropy and supercooling. We will now consider the size of the dendrite, which is approximately parabolic, and which can probably be characterized by the radius of curvature at its tip.

This is a subtle point, as the tip radius cannot easily be measured directly. As an alternative, we can try to fit a parabola to the observed dendrite in the tip region. The tip radius of this fitted parabola should be interpreted as the Ivantsov radius $\varrho$, which turns out to be slightly larger than the true tip radius $R$ of the dendrite. The deviation of $R$ for $\varrho$ does not depend on supercooling $\Delta$ but on anisotropy $\varepsilon$. This is shown in Fig. 2-11, where a comparison is made between the dynamic numerical simulations (Saito et al., 1988) and the needle crystal solution in the limit of small Péclet number (Ben Amar and Moussallam, 1987). It can be seen that there is excellent agreement and that the actual tip radius $R$ becomes smaller than the Ivantsov radius $\varrho$ at increasing $\varepsilon$.

We now can relate the growth rate $V$ and the tip radius $R$ or the Ivantsov radius $\varrho$ in
order to check the scaling form Eq. (2-68) involving the radius rather than the Péclet number. The Ivantsov parabola and its radius $\rho$ basically originate from a global conservation law for the quantity (heat) released at the interface, while the tip radius $R$ is a local geometric quantity. In practical experiments, by fitting a parabola to the tip, we can interpolate between these two numbers, the result depending on how far down the shaft the fitting parabola is used. Using the actual radius $R$ rather than the Ivantsov radius $\rho$, perfect scaling can be seen in Fig. 2-12 with respect to supercooling $\Delta$, even up to the very large value of $\Delta = 0.5$. Since for smaller supercoolings, $\Delta \leq 0.1$, the difference between $\rho$ and $R$ becomes negligible, as shown in Fig. 2-11, and we may safely use Eq. (2-68) as
\[ V R^2 = V \rho^2 = \frac{2Dd_0}{\sigma(\varepsilon)} = \text{constant} \] (2-90)

independent of supercooling $\Delta$, to interpret experiments and to make predictions. The term “constant” here means that the product $VR^2$ depends on material parameters only. This is precisely the relation, Eq. (2-1), derived from qualitative considerations in the introduction to this chapter. This relation has been confirmed by the analysis of many experiments (Huang and Glicksman, 1981).

The final point to be discussed here concerns the side branches and their origin, spacing and amplitudes. This issue is theoretically not completely resolved, because none of the available analytical approximations can correctly handle the long-wavelength limit of side-branch perturbations. Moreover, the subject is somewhat technically involved. Therefore, we will only summarize the main arguments below and refer to the above-mentioned numerical simulations (Saito et al., 1988) for comparison with experiments.

An important quantity which characterizes the stability of flat moving interface ripples is the so-called stability length
\[ \lambda_S = 2\pi \frac{\sqrt{d_0}}{l} \] (2-91)

where $d_0$ is the capillary length, and $l$ the diffusion length. Perturbations of wave-
lengths $\lambda$ longer than $\lambda_S$ will grow, while shorter wavelengths will decay with time. This quantity characterizes the competition between the destabilizing diffusion field through $l$ against the stabilizing surface tension through $d_0$. A derivation of this Mullins–Sekerka instability was given in Sec. 2.2.4.

It is natural to assume that this length scale is related to the formation of side branches. A direct estimate of the typical wavelength $\lambda_2$ of the side branches is

$$\lambda_2 \approx \lambda_S = 2\pi \sqrt{ld_0} = 2\pi \varrho \sqrt{\alpha}$$  \hspace{1cm} (2-92)

The remarkable result of the numerical simulation is shown in Fig. 2-13. Apparently, the ratio $\lambda_2/\lambda_S$ is a constant of approximately 2.5, which is independent of supersaturation and anisotropy. This seems to be in quite good agreement with experiments (Glicksman et al., 1976; Dougherty et al., 1987; Honjo et al., 1985; Huang and Glicksman, 1981).

The experimental comparison was made, in fact, with an older theoretical concept (Langer and Müller-Krumbhaar, 1978), which did not correctly consider anisotropy. By accident, however, the experimental anisotropy of the material succinonitrile (Huang and Glicksman, 1981), $\varepsilon = 0.1$, gave the same $\sigma$-value as the theoretical concept, and since $\varepsilon$ cannot be varied easily, there was no discrepancy.

To summarize these results, it appears that the scaling relation, Eq. (2-92), shown in Fig. 2-13 from the numerical solution of the model in two dimensions, is in agreement with the experimental results.

We will now give a somewhat qualitative explanation of the mechanism of side-branch formation as far as this can be deduced from the theoretical approaches. A linear stability analysis (Langer and Müller-Krumbhaar, 1978, 1980; Kessler and Levine, 1986a; Barber et al., 1987; Barbieri et al., 1987; Bensimon et al., 1987; Deissler, 1987) indicates that the relevant modes for side-branch formation in the frame of reference moving with the tip consist of an almost periodic sinusoidal wave travelling from the tip down the shaft such that they are essentially stationary in the laboratory frame of reference (Langer and Müller-Krumbhaar, 1982; Deissler, 1987). The amplitude of these waves is not constant in space, but first grows exponentially in the tip region (Barbieri et al., 1987; Caroli et al., 1987; Kessler et al., 1987; Pelce and Calvin, 1987) and since $\varepsilon$ cannot be varied easily, there was no discrepancy.

In contrast to the earlier analysis by Langer and Müller-Krumbhaar, all these modes are probably stable, so that without a triggering source of noise, they would decay, and a smooth needle crystal would result. Some driving force in the form of noise due to thermal or hydrodynamic fluctuations is needed to generate side branches, but apparently this is usually present. Estimates of the strength of these fluctuations (Langer and Müller-Krumb-
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haar, 1982; Barbieri et al., 1987; Langer, 1987a) are still somewhat speculative.

Given such a small noise at the tip, the exponentially increasing envelope over the side branches into the direction of the tail then amplifies that noise so that the side branches become visible. This happens over a range of about two to ten side-branch spacings. The actual selected wavelength of the side branches in that tip region (assuming a white noise, triggering all modes equivalently), according to these considerations, is defined by the mode with the largest amplitude at a distance of about one “wavelength” away from the tip. This is the product of the average amplitude due to noise at the tip and the amplification factor from the envelope.

Langer (1987a) described the side-branching deformation as a small (linear) perturbation moving on a cylindrically symmetric needle crystal (Ivantsov paraboloid). The noise-induced wave packets generated in the tip region grow in amplitude, spread and stretch as they move down the sides of the dendrite producing a train of side branches. In the linear approximation, the amplitude grows exponentially and the exponent is proportional to $|z|^{1/4}$.

These results are in approximate, qualitative agreement with available experimental observations (Huang and Glicksman, 1981; Dougherty et al., 1987; Bisang and Bilgram, 1995), but experimentally observed side branches have much larger amplitudes than explicable by thermal noise in the framework of the axisymmetric approach. This means that either the thermal fluctuation strength is not quite adequate to produce visible side-branching deformations, or agreement with experiment would require at least one more order of magnitude in the exponential amplification factor.

The description of the side-branching problem, which takes into account the actual non-axisymmetric shape of the needle crystal, defined by Eqs. (2-83a, b), was given by Brener and Temkin (1995). They found that the root-mean-squared amplitude for the side branches generated by thermal fluctuations is

$$\langle \xi^2 (Z,Y) \rangle^{1/2} \sim \bar{Q} \exp \left\{ \frac{2x^{3/2}}{3\sqrt{3} \sigma |z|^{1/2}} \right\} (2-93)$$

where the function $x(z)$ is given by the underlying “needle” solution, Eq. (2-83b), and the fluctuation strength $\bar{Q}$ is given by Langer (1987a), $\bar{Q}^2 = 2k_BT^2c_pD/(L_m^2 \nu \rho^4)$.

The root-mean-squared amplitude for the side branches increases with the distance from the tip, $|z|$. This amplitude grows exponentially as a function of $|z|^{2/5}/\sigma^{1/2}$. The important result is that the amplitude of the side branches for the anisotropic needle grows faster than for the axisymmetric paraboloid shape. In the latter case $x(z) = 2|z|^{1/2}$ and the amplitude grows exponentially as a function of $|z|^{1/4}/\sigma^{1/2}$. This effect resolves the puzzle that experimentally observed side branches have much larger amplitudes than can be explained by thermal noise in the framework of the axisymmetric approach. Agreement with experiment now is indeed very good (Bisang and Bilgram, 1995).

Far down from the tip the side-branching deformations grow out of the linear regime and eventually start to behave like dendrites themselves. It is clear that the branches start to grow as free steady-state dendrites only at distances from the tip which are of the order of the diffusion length which, in turn, is much larger than the tip radius $\rho$ in the limit of small $P$. This means that there is a large range of $z$, $1 \ll |z| \ll 1/P$, where the side branches already grow in the strongly nonlinear regime, but they do not yet behave as free dendrites. We can think of some fractal ob-
ject where the length and thickness of the dendrites and the distance between them increase according to some power laws with the distance $|z|$ from the tip. The dendrites in this object interact, owing to the competition in the common diffusion field. Some of them die and some continue to grow in the direction prescribed by the anisotropy. This competition leads to the coarsening of the structure in such a way that the distance between the surviving dendrites $\lambda(z)$ is adjusted to be of the same order of magnitude as the length of the dendrites, $l(z)$. The scaling arguments give $\lambda(z) \sim l(z) \sim |z|$ (Brener and Temkin, 1995). The morphology measurements on SCN crystals yield a good quantitative agreement with this linear law (Li and Beckermann, 1998).

We now summarize the presently established findings for free dendritic growth with respect to their experimental significance. A discussion of additional effects such as faceting will be given in Sec. 2.5.7 in the context of directional solidification.

For a given material with fixed $D, d_0$ and $\epsilon$, the growth rate $V$ depends upon supercooling $\Delta$ through Eq. (2-68), and with Péclet number $P$ taken from Eq. (2-56). The dimensionless parameter $\sigma$ is given in Fig. 2-10. This is demonstrated for various materials in Fig. 2-14. The size or tip radius of the dendrite is related to its velocity by Eq. (2-90) and can be taken from Fig. 2-12. The typical wavelength of the side branches is then given by Eq. (2-92) and can be taken from Fig. 2-13. This provides all the basic information that should be valid in the tip region.

Beyond the understanding of steady-state growth of the tip, the major new concept that has emerged over the last few years is that complex pattern formation processes occurring on the much larger scale of an entire dendrite grain structure can be described by remarkably simple “scaling laws”. The whole dendritic structure with side-branches looks like a fractal object on a scale smaller than the diffusion length and as a compact object on a scale larger than the diffusion length (Brener et al., 1996).

The new steady-state growth structures that have been identified are the so-called “doublons” in two dimensions (Ihle and Müller-Krumhaar, 1994; Ben Amar and Brener, 1995), first observed in the form of a doublet cellular structure in directional solidification (Jamgotchian et al., 1993), and the “triplon” in three dimensions (Abel et al., 1997). Both structures have been shown to exist without crystalline anisotropy, unlike conventional dendrites. The doublon has the form of a dendrite split...
into two parts about its central axis with a narrow liquid groove between the two parts, and triplons in three dimensions are split into three parts. For a finite anisotropy, however, these structures only exist above a critical undercooling (or supersaturation for the isothermal solidification of an alloy), such that standard dendrites growing along \( \langle 100 \rangle \) directions are indeed the selected structures in weakly anisotropy materials at low undercoolings, in agreement with most experimental observations in organic and metallic systems. From a broad perspective, the existence of doublons and triplons is of fundamental importance because it has provided a basis on which to classify the wide range of possible growth morphologies that can form as a function of undercooling and anisotropy (Brener et al., 1996).

We have so far ignored the influence of the kinetic coefficient \( \beta \) in Eq. (2-88). This omission is not likely to be very important for low growth rates, but for fast growth rates, as in directional solidification, \( \beta \) should be taken into account. We will return to this point in Sec. 2.5.

### 2.4.3 Experimental Results on Free Dendritic Growth

The answer to the question of whether dendritic growth is diffusion-controlled or controlled by anisotropic attachment kinetics, was sought by Papapetrou (1935), who was probably the first to make systematic in situ experiments on free dendritic growth. He examined dendritic crystals of transparent salts (KCl, NaCl, NH\(_4\)Br, Pb(NO\(_3\))\(_2\), and others) under a microscope in aqueous solutions and proposed that the tip region should be close to a paraboloid of rotational symmetry.

Many years later, the extensive and systematic experiments by Glicksman and his co-workers made an essential contribution to our understanding of dendritic growth in pure undercooled melts (Glicksman et al., 1976; Huang and Glicksman, 1981). This research was initially concerned mainly with highly purified succinonitrile (SCN). It was extended to cyclohexanol (Singh and Glicksman, 1989), water (Fujioka, 1978; Tirmizi and Gill, 1989), rare gases (Bilgram et al., 1989), and to other pure substances with a crystal anisotropy different from SCN such as pivalic acid (PVA) (Glicksman and Singh, 1989). Work on free growth of alloys includes NH\(_4\)Cl–H\(_2\)O (Kahlweit, 1970; Chan et al., 1978), NH\(_4\)Br–H\(_2\)O (Dougherty and Gollob, 1988), SCN with acetone and argon (Glicksman et al., 1988; Chopra et al., 1988), PVA–ethanol (Dougherty, 1990), and others.

The specific merit of the work of Glicksman et al. was that the systems for which they characterized all the properties, including surface energy, diffusion coefficient, phase diagram etc., have been examined. This led to clear evidence in the mid-1970s that the theory of that time (using extremum arguments for the operating point of the tip) was not able to describe the results quantitatively.

At the same time, Müller-Krumbhaar and Langer worked on precisely the same problem and proposed a theory based on the stability of the growing dendrite tip, called the marginal stability criterion (Langer and Müller-Krumbhaar, 1977, 1978). Most of the existing experimental data could be fitted using this criterion. Despite the fact that this theory incorrectly ignored the important role of anisotropy (as we know now), it inspired a number of new experiments and also attracted the interest of other physicists.

As has been said before, today’s theory is consistent with the older approximate
theory if we allow for a $\sigma(\varepsilon)$ value that varies with the anisotropy of the capillary length. The corresponding central equation for dendritic growth (Eq. (2) in Kurz and Trivedi, 1990) should therefore still apply.

*Pure substances* (thermal dendrites)

Fig. 2-15 shows dendrites of two different transparent materials with cubic crystal structure: face-centered cubic PVA and body-centered cubic SCN (Glicksman and Singh, 1989). Qualitatively, both dendrites look similar, but their branching behavior shows some important differences. The unperturbed tip of PVA is longer, with a sharper delineation of the crystallographic orientations. Glicksman and Singh (1989) found that PVA has a ten-fold larger surface energy anisotropy than SCN (see Table 2.1). The tip radii and growth rates as a function of undercooling for both substances scale well when using the values 0.22 and 0.195 for $\sigma$, respectively (Fig. 2-16). According to solvability theory, the great difference in the anisotropy constant $\varepsilon$ should make a larger difference in $\sigma(\varepsilon)$ (compare with Fig. 2-10). The reason for this discrepancy is not known, and we have to leave this point to future research.

![Dendrite morphologies of two transparent materials with small melting entropies and cubic crystal structures (plastic crystals); (a) pivalic acid (PVA) and (b) succinonitrile (SCN) (Glicksman and Singh, 1989).](image)
behind the tip is delayed up to about seven radii in PVA. This is quite consistent with the recent calculations discussed in Sec. 2.5.4. The ratio of initial secondary arm spacing \( \lambda_2 \) over tip radius \( R \) is also indicated in Table 2-1.

Koss et al. (1999) have shown that even in microgravity environment there is a small but significant difference between transport theory and experiment. Again this has to be left to the future.

The secondary branch formation which starts in SCN at a distance of three tip radii...
Free alloy growth
(thermal and solutal dendrites)

In the free dendritic growth of alloys, an interesting observation has been made by various authors. For constant undercooling, the growth rate first increases when small amounts of a second substance are added to a pure material, then reaches a maximum, and finally drops and converges with the pure solutal case. Early experiments in this area by Fujioka and Lindemeyer were first successfully analyzed by Langer (1980c). Fig. 2-17 shows some results on SCN–ACE alloys from Chopra et al. (1988). The increase in $V$ is accompanied by a decrease in the tip radius, which sharpens due to the effect of solute. The experimental findings can be compared to two models: Karma and Langer (1984) (broken line) and Lipton et al. (1987) (full line). Both models provide at least qualitatively good predictions of the observed behavior. In their more recent calculations, Ben Amar and Pelce (1989) concluded that the simple model by Lipton et al. (1987) is consistent with their more rigorous approach.

Table 2-1 gives a summary of representative results of in situ experiments concerning the dendrite tip.

Large undercoolings

Interesting experiments have also been performed with pure and alloyed systems under large driving forces, which reach values beyond unit undercooling (for example by Wu et al. (1987) and especially by Herlach et al. (1990–1999), see Table 2-2).

Some of these are reproduced in Fig. 2-18 together with predictions from IMS (Ivantskov—marginal stability) theory (Lipton et al., 1987; Trivedi et al., 1987; Boettinger et al., 1988) (with $\sigma(\epsilon)=0.025$) and including interface attachment kinetics.
These results are specifically of interest because two different techniques, one for the determination of the diffusive speed and the other for the undercooling–growth rate relationship of the dendrites, have been coupled in order to make the analysis as free from adjustable parameters as possible. Up to undercoolings of 200 K there is reasonable agreement between experiment and theory using the best fit for the measured diffusive speed and the liquid diffusivity, $V_D = 26$ m/s and $D_L = 2.7 \times 10^{-9}$ m$^2$/s (Arnold et al., 1999). The lower $V(\Delta T)$-curve is for a constant (equilibrium) value of the distribution coefficient $k(V) = k_e$ showing the importance of the appropriate velocity dependence of the distribution coefficient.

At higher undercoolings other phenomena take over.

One example is the grain refinement beyond a certain undercooling. This structure has been explained by dendrite fragmentation due to morphological instability of the fine dendrite trunks (Schwarz et al., 1990; Karma, 1998).

Table 2-2. Dendritic growth velocity measurements in highly undercooled melts; comparison between experiment and theory (Herlach and coworkers, 1999–2000).

<table>
<thead>
<tr>
<th>Metals and alloys</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Co–Pd</td>
<td>Volkmann et al. (1998)</td>
</tr>
<tr>
<td>Co–V</td>
<td>Tournier et al. (1997)</td>
</tr>
<tr>
<td>Cu</td>
<td>Li et al. (1996)</td>
</tr>
<tr>
<td>Ni</td>
<td>Eckler and Herlach (1994)</td>
</tr>
<tr>
<td>Ni–Al</td>
<td>Barth et al. (1994),</td>
</tr>
<tr>
<td></td>
<td>Assadi et al. (1998)</td>
</tr>
<tr>
<td>Ni–C</td>
<td>Eckler et al. (1991b)</td>
</tr>
<tr>
<td>Ni–Si</td>
<td>Cochrane et al. (1991)</td>
</tr>
<tr>
<td>Ni–Zr</td>
<td>Schwarz et al. (1997),</td>
</tr>
<tr>
<td></td>
<td>Arnold et al. (1999)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intermetallics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CoSi</td>
<td>Barth et al. (1995)</td>
</tr>
<tr>
<td>FeAl</td>
<td>Barth et al. (1997)</td>
</tr>
<tr>
<td>FeSi</td>
<td>Barth et al. (1995)</td>
</tr>
<tr>
<td>Ni$_3$Al</td>
<td>Assadi et al. (1996)</td>
</tr>
<tr>
<td>Ni$_x$Sn$_y$</td>
<td>Barth et al. (1997)</td>
</tr>
<tr>
<td>NiTi</td>
<td>Barth et al. (1997)</td>
</tr>
<tr>
<td>Ni$_3$Ti$_x$Al$_y$</td>
<td>Barth et al. (1997)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Semiconductors</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>Li et al. (1995a, 1996)</td>
</tr>
<tr>
<td>Ge–Cu</td>
<td>Li and Herlach (1996)</td>
</tr>
<tr>
<td>Ge–Si</td>
<td>Li et al. (1995b)</td>
</tr>
<tr>
<td>Ge–Sn</td>
<td>Li and Herlach (1996)</td>
</tr>
</tbody>
</table>

Figure 2-17. Effect of dimensionless composition at constant undercooling of 0.5 K (2.1% of unit undercooling) on (a) dimensionless growth rate and (b) on dimensionless tip radius for free dendritic growth in SCN–acetone alloys (Lipton et al., 1987). Points: experiments (Chopra et al., 1988); solid line: LGK model (Lipton et al., 1987); interrupted line: Karma and Langer (1984) model.
Directional solidification is the most frequent way in which a material changes its state from solid to liquid. The necessary removal of the latent heat of freezing usually occurs in a direction prescribed by the location of heat sinks: for a freezing lake, it is the cold atmosphere above it, in casting iron in a foundry, it is the cold sand mold, into which the heat flow is directed.

At first, it may seem surprising to think that anything interesting should happen at the solid–liquid interface during this process. In contrast to the situation described earlier, in Secs. 2.4 and 2.2.4, the solid in a casting process is cold and the liquid is hot, so that we would expect the interface to be stable against perturbations.

However, so far we have just considered the solidification of a one-component material, while in reality a mixture of materials is almost always present, even if one of the components is rather dilute. If, therefore, we assume that material diffusion is the rate-determining (slow) mechanism, while heat diffusion is much faster, the origin of a destabilization of the flat interface can be easily understood on a qualitative basis. We may consider one of the two components of the liquid as an “impurity”, which, instead of being fully incorporated into the solid, is rejected at the interface. Such excess impurities have to be diffused away into the liquid in much the same way as latent heat has to be carried away in the case of a pure material as a rate-determining mechanism. Accordingly, precisely the same destabilization and subsequent formation of ripples and dendrites should occur.

Based on these qualitative arguments we can expect the following modification of the Mullins–Sekerka instability (Sec. 2.2.4) to occur in the present situation of directional solidification. The diffusion of material together with capillary effects produces a spectrum for the growth rates or the decay rates similar to Eq. (2-50), while the temperature field acts as a stabilizer, independent of the curvature of the interface, when a constant term (independent of $V$) inside the brackets of Eq. (2-50) is sub-

2.5 Directional Solidification

Directional solidification is the most frequent way in which a material changes its state from solid to liquid. The necessary removal of the latent heat of freezing usually occurs in a direction prescribed by the location of heat sinks: for a freezing lake, it
tracted. At low solidification rates, the flat interface is stable; above a critical speed, it becomes unstable against the formation of ripples, cells and dendrites.

In the next section, a few thermodynamic questions related to interface properties in two-component systems are considered, before describing patterns in directional solidification.

2.5.1 Thermodynamics of Two-Component Systems

There is a vast amount of literature available on the thermodynamics of solidification and on multi-component systems (for example Callen, 1960; Baker and Cahn, 1971). Despite this fact, to further the clarity of presentation, we would like to at least sketch the tools that may be used to generalize some approximations which will be made in the next sections.

The fundamental law of thermodynamics defines entropy as a total differential in relation to energy and work:

\[ dU = T \, dS - P \, dV + \sum_i \mu_i \, dN_i \]  \hspace{1em} (2-94)

with energy \( U \), entropy \( S \), volume \( V \), pressure \( P \), particle numbers \( N_i \) for each species and chemical potential \( \mu_i \). The energy is a homogeneous function of the extensive variables

\[ U(bS, bV, bN_i, ...) = b \, U(S, V, N_i, ...) \]  \hspace{1em} (2-95)

with an arbitrary scale parameter \( b > 0 \).

With the differentiation rule \( d(XY) = X \, dY + Y \, dX \), other thermodynamic potentials \( \tilde{U} \) are obtained from \( U \) by Legendre transformations

\[ \tilde{U} = U - \sum_j X_j \, Y_j \]  \hspace{1em} (2-96)

where \( X_j \) are some extensive variables, and \( Y_j \) the corresponding intensive variables. The Helmholtz energy \( F \) is then

\[ F(T, V, N_i, ...) = U - TS \]

\[ dF = -S \, dT - P \, dV + \sum_i \mu_i \, dN_i \]  \hspace{1em} (2-97)

and the often-used Gibbs energy \( G \) is

\[ G(T, P, N_i, ...) = U - TS + PV = \sum_i \mu_i \, dN_i \]

\[ dG = -S \, dT + V \, dP + \sum_i \mu_i \, dN_i \]  \hspace{1em} (2-98)

At atmospheric pressure in metallurgical applications, the differences between \( F \) and \( G \) often can even be neglected, but generally the Gibbs energy, Eq. (2-98), is most frequently used. It follows immediately that the chemical potentials \( \mu_i \) are defined as

\[ \left( \frac{\partial G}{\partial N_i} \right)_{T,P} = \mu_i \]  \hspace{1em} (2-99)

The thermodynamic equilibrium for a system is defined by the minimum of the respective thermodynamic potential with respect to all unconstrained internal parameters of the system. If the system consists of two subsystems \( \alpha \) and \( \beta \) in contact with each other, then in thermal equilibrium the temperatures, pressures, and the chemical potentials for each particle type \( i \) must be equal:

\[ T_\alpha = T_\beta, \quad P_\alpha = P_\beta, \quad \mu_{i,\alpha} = \mu_{i,\beta} \]  \hspace{1em} (2-100)

For the case under consideration we have a solid phase \( \alpha \) (with assumed low concentration of B atoms) and a liquid phase \( \beta \) (with higher concentration of B atoms). For simplicity, we further assume that the atomic volumes of both species are the same and unchanged under the solid–liquid transformation.

For a system with a curved interface between a solid and a liquid of different compositions, the chemical potentials can be calculated as follows. Assuming that \( N_\alpha \) particles of solvent and \( N_\beta \) particles of solute are given, there will be an unknown
number of \( N_S \) particles in the solid and \( N_L \) particles in the liquid, whose composition is still undetermined. Define the number \( n \) as the number of B particles in the solid. Keeping \( N_S \) and \( n \) initially fixed, the Gibbs potential is obtained as

\[
G(N_A, N_B, N_S, n) = N_S g_S(C_S) + N_L g_L(C_L) + 4\pi R^2 \gamma
\]  

where \( \gamma \) is the surface free energy density, \( R \) is the radius of the solid sphere \( N_S = \frac{4}{3}\pi R^3 \) (unit atomic volume), and \( g_S \) and \( g_L \) are free energy densities for homogeneous solids or liquids at concentrations \( C_S \) and \( C_L \). Removing the constraints on \( N_S \) and \( n \), we obtain thermodynamic equilibrium by minimizing \( G \) with respect to \( N_S \) and \( n \), so that \( G = G(N_A, N_B) \). Together with the chemical potentials from Eq. (2-99), this gives

\[
\mu - \mu_0 = - \frac{\gamma}{(C_L^0 - C_S^0)} - K
\]  

with curvature \( K = 2/R \) and \( \mu = \mu_B - \mu_A \) being the difference in chemical potentials between solute and solvent. The values \( \mu_0, C_L^0, C_S^0 \) correspond to equilibrium at \( \gamma = 0 \) as a reference, around which \( g(C) \) was linearized. Here \( \gamma \) was assumed to be independent of curvature and concentrations, but this can easily be incorporated (for effects of surface segregation, for example).

This equation is the boundary condition for the chemical potential on the surface of a solid sphere of surface tension \( \gamma \) coexisting with a surrounding liquid of higher concentration \( C_L \) of B atoms. From a practical point of view, the formation in terms of chemical potentials does not look very convenient, as they are not directly measurable. From a theoretical point of view, this has advantages, as the chemical potential is the generalized force controlling matter flow and phase changes. In particular, the spatial continuity of chemical potentials together with continuous temperature and pressure guarantees local thermal equilibrium, which we will assume to hold in most of the following discussions.

We now come to the discussion of a typical phase diagram for a two-component system (Fig. 2-19). The vertical axis denotes the temperature, the horizontal axis the relative concentration of “solute” in a “solvent”, or, more generally, B atoms relative to A atoms.

At high temperatures, \( T > T_0 \), the system is liquid, regardless of concentration. Assuming a concentration \( C_\infty \) to be given initially, we lower the temperature to \( T_1 \). At
this temperature, we first hit the liquidus line \( \tilde{C}_L(T) \), and the system begins to solidify, producing a solid of very low concentration marked by the solidus line \( \tilde{C}_S(T) \). When the temperature is slowly lowered, solidification becomes complete at \( T_0 \). At lower temperatures, the whole system is solid.

The region between \( \tilde{C}_S(T) \) and \( \tilde{C}_L(T) \) is the two-phase region: if we prepare a system at a concentration between \( C^0_S \) and \( C^0_L \) at high temperatures and then quickly quench it to \( T_0 \), the system starts to separate into a solid phase of concentration \( C^0_S \) and a liquid phase of \( C^0_L \). In practice, this is a very slow process, with lengths varying with time \( t \) approximately as \( t^{1/3} \) (Lifshitz and Slyozov, 1961; Wagner, 1961).

In the case of directional solidification, a thermal gradient in the system defines a direction such that the liquid is hot and the solid is cold. A flat interface may then be present at a position in space at temperature \( T_0 \). For equilibrium between solid and liquid at that temperature, the concentration in the solid must be at \( C^0_S = C_\infty \), and in the liquid at \( C^0_L = \tilde{C}_L(T_0) \). We now assume that the liquid at infinity has concentration \( C^\bullet \). Clearly there must be a decrease in concentration as we proceed from the interface into the liquid. In order to maintain such an inhomogeneous concentration, the interface must move toward the liquid.

In other words, when the liquid of composition \( C^0_L \) freezes, the solid will only have a concentration \( C^0_S \). The difference in concentrations

\[
\Delta C = C^0_L - C^0_S \tag{2-103}
\]

is not incorporated but is pushed forward by the advancing interface and must be carried away through diffusion into the liquid. This is equivalent to the latent heat generated by a pure freezing solid, discussed in Sec. 2.2.3. Therefore, we expect a spatial concentration profile ahead of the interface which decays exponentially from \( C^0_L \) at the interface to \( C_\infty \) far away from the interface. But why should it decay to \( C_\infty \) (or why should the interface choose a temperature position such that \( C^0_S = C_\infty \)?

The answer is quite simple, and again was given in similar form in Sec. 2.2.3, Eq. (2-33) for the pure thermal case: if \( C^0_S \) were not identical to \( C_\infty \), then during the solidification process there would be either a total increase (or decrease) of concentration – which clearly is impossible – or at least the concentration profile could not be stationary.

This is a rather strict condition, which we can reformulate as follows: if we impose a fixed temperature gradient \( \partial T/\partial z \) and move this at fixed speed \( V_0 \) over a system of concentration \( C^\infty \) at infinity in the liquid (toward the liquid in the positive \( z \)-direction), then the interface will choose a position such that its temperature is at \( T_0 \), the concentration in the solid will be \( C^0_S \) (averaged parallel to the interface), and the liquid concentration at a flat interface will be at \( C^0_L \). This follows from global conservation of matter together with the imposed stationary solidification rate.

As a final point, we can even derive a condition for the stability of the interface. The concentration profile in the liquid will decay exponentially with distance \( z \) away from the interface as

\[
C_L(z) = (C^0_L - C^\infty) e^{-2z/l} + C^\infty \tag{2-104}
\]

by analogy to Eq. (2-32). Since we assume the temperature gradient

\[
G_T = \partial T/\partial z > 0 \tag{2-105}
\]

to be fixed, the temperature varies linearly with distance \( z \) from the interface. This may be written (by \( G_T = (T - T_0)/z \)) as

\[
C_L(T) = (C^0_L - C^\infty) e^{-2(T - T_0)/(lG_T)} + C^\infty \tag{2-106}
\]
and incorporated into Fig. 2-19 as a dashed-dotted line. Note that the diffusion length \( l = 2D/V_0 \), with \( D \) being the diffusion constant of solute atoms in the solvent, and \( V_0 \) the interface velocity imposed by the advancement rate of the temperature gradient.

From Eq. (2-106), it is obvious that the dashed-dotted concentration line in Fig. 2-19 converges very quickly to \( C_{\infty} \) for high solidification speeds \( V_0 \). As long as that concentration line is fully in the liquid region of the phase diagram, nothing specific happens. But if the dashed-dotted line partly goes through the two-phase region \( \tilde{C}_S(T) \) and \( \tilde{C}_L(T) \), the liquid in front of the interface is supercooled! This implies the possibility of an instability of the solid–liquid interface, which is completely analogous to the discussion in Sec. 2.2.4.

A sufficient condition for stability of the interface in directional solidification is therefore

\[
\Delta C \frac{V}{DG_T} < \left| \frac{d\tilde{C}_L}{dT} \right| \quad (2-107)
\]

so that the dashed-dotted curve remains outside the two-phase region (Mullins and Sekerka, 1963; Langer, 1980a). Here we have assumed that material diffusion in the solid can be ignored. In fact, in practical situations, violation of this condition typically means “instability” of the interface, so that cellular or dendritic patterns are formed. The reason for this latter conclusion is that the effect of stabilization due to capillarity (or surface tension) is rather weak for typical experiments at threshold.

In summary, in this section we have derived both the boundary condition – in terms of chemical potential – for a curved interface and a basic criterion for interface stability during directional solidification.

### 2.5.2 Scaled Model Equations

A theoretical analysis of practical situations of directional solidification suffers – among other problems – from the many relevant parameters entering the description. The usual way to proceed in such cases is to scale out as many parameters as possible, writing the problem in dimensionless variables. We have done this already in the discussion of free dendritic growth by introducing the dimensionless diffusion field \( u \); in hydrodynamic applications, it is common practice to use Reynolds and Rayleigh numbers (Chandrasekhar, 1961).

For our present problem, we will proceed in an analogous way. The first step is to express all experimental parameters (wherever possible) in length units (i.e., diffusion length, capillary length, etc.). For presenting results, we divide these lengths by the thermal length introduced below, as this is a macroscopic length which will approximately set the scale at the onset of the instability.

Directional solidification involves chemical diffusion of material together with heat diffusion. As heat diffusion is usually faster by several orders of magnitude, we may often assume constant temperature gradients to exist in the liquid and in the solid. Furthermore, we will also assume that there are equal thermal diffusivities in liquid and solid, which is often the case within a few percent, but this has to be checked for concrete applications. The diffusion field to be treated dynamically then corresponds to the chemical concentration.

It is clear from the discussion in the previous section that for a flat interface moving at constant speed there is a concentration jump \( \Delta C = C_L^0 - C_S^0 \) across the interface, while in the liquid and in the solid, the term \( C_{\infty} \) is approached asymptotically because of the condition of stationary
movement, together with the global conservation of matter. We therefore normalize the diffusion field in the liquid to

\[ u_L = \frac{C \text{(Liquid)} - C_\infty}{\Delta C} \]  

(2-108)

so that it varies from one to zero in the positive \( z \)-direction from the interface at \( z = 0 \) to \( z = \infty \). If the interface is not at position \( z = 0 \) but at \( \zeta \), we must require \( u_L = 1 - \zeta / l_T \), because at a distance

\[ l_T = \frac{\Delta C}{G_T} \left| \frac{dT}{dC_L} \right| \]  

(2-109)

the liquidus concentration has reached the asymptotic value. This is the thermal length which we assume to be fixed by the thermal gradient \( G_T \), the concentration jump \( \Delta C \), and the liquidus line \( \tilde{C}(T) \), which is here assumed to be a straight line in the \( T \) vs. \( C \) diagram.

The equation of motion in quasi-stationary approximation then becomes, in analogy to Eq. (2-52) with \( l = 2D_L/V \)

\[ \frac{1}{D_L} \partial_t u_L \approx 0 = \nabla^2 u_L + 2 \frac{\partial u_L}{l} \frac{\partial}{\partial z} \]  

(2-110)

This equation applies equivalently to the solid but with a different chemical diffusion length \( l' \) due to different chemical diffusion constants. The boundary condition in analogy to Eq. (2-88) obviously becomes

\[ u_L(\zeta) = 1 - dK - \zeta(x, t)/l_T - \beta V_\perp \]  

(2-111)

where we now have \( \Delta = 1 \) as the first term on the r.h.s., with curvature \( K \) being positive for the tip of a solid nose pointing into the liquid. The capillary length \( d \) is discussed below and interface kinetics with \( \beta \neq 0 \) will be discussed in Sec. 2.5.4. The solid boundary condition is simply

\[ u_S = k(u_L - 1) \]  

(2-112)

with segregation coefficient \( k \) (equilibrium values assumed) defined as

\[ k = \left| \frac{dT}{dC_L} \right| / \left| \frac{dT}{dC_S} \right| \]  

(2-113)

through the slopes of the liquidus and solidus lines. When they intersect at \( \{ T_m, C = 0 \} \) this is equivalent to the conventional definition \( k = C_S/C_L \), but in the above formulation, \( k = 1 \) may also be true for a constant jump in concentrations, independent of temperature.

The conservation law at the interface \( z = \zeta \) finally becomes

\[ V_\perp \{ 1 + (1 - k) (u_L - 1) \} = -D_L \hat{n} \cdot \nabla u_L + D_S \hat{n} \cdot \nabla u_S \]  

(2-114)

where \( V_\perp \) is the interface velocity in direction \( \hat{n} \) normal to the interface. For \( k = 1 \), the brackets \( \{ \ldots \} \) give 1, corresponding to a constant concentration jump, while for \( k = 0 \), they give \( u_L \), since for a solid in Eq. (2-112), \( u_S = 0 \).

This standard model for directional solidification (Saito et al., 1989) therefore consists of Eqs. (2-108) to (2-114), together with an additional diffusion equation as Eq. (2-110) inside the solid phase.

The open point is finally the relation of the capillary length \( d \) (Eq. (2-111)) with experimentally measurable material parameters. As a first step, we interpret the \( u \)-field, Eq. (2-108), as a scaled form of the chemical potential \( \mu \) (see Sec. 2.5.1) near \( T_0 \)

\[ u_L = \frac{\mu - \mu_\infty}{\Delta C(\partial \mu / \partial \tilde{C}_L)} \]  

(2-115)

assuming that linearizing \( \mu \) around its equilibrium value at the liquidus line \( \tilde{C}_L(T_0) \) is sufficient to describe its dependence upon \( C \). By the definitions in Eq. (2-102) together with Eq. (2-111), we now obtain the capillary length in the form given in Eq. (2-86) for the chemical case. Here we have
generalized to anisotropic $\gamma$ as derived in Eq. (2-21). It can finally be related to measurable quantities using the Clausius–Clapeyron equation for the latent heat $L_m$ of freezing of a solution at $T_m$

$$L_m = -T_m \Delta C \left(\frac{d\mu}{dT}\right)_{coex} \quad (2-116)$$

where $(d\mu/dT)_{coex}$ is the slope of the coexistence line when $\mu$ is plotted against $T$. Together with

$$\left(\frac{d\mu}{dT}\right)_{coex} = \left(\frac{\partial \mu}{\partial C}\right) \frac{dC_L}{dT} + \frac{\partial \mu}{\partial T} \quad (2-117)$$

this gives for the chemical capillary length, $d$, in the limit of small $\Delta C$

$$d = \left[\gamma + \gamma''(\vartheta)\right] \frac{T_m}{\Delta C L_m |\partial T/\partial C_L|} \quad (2-118)$$

Certain approximations used here, such as the linearization involved in Eq. (2-115) or neglecting of $\partial \mu/\partial T$ in Eqs. (2-118), may not be safe for the case of a large segregation coefficient $k \approx 1$ or when $\Delta C$ is large (Langer, 1980a). In most practical applications, however, this is a minor source of error in comparison with other experimental uncertainties. Furthermore, the concentration jump $\Delta C$ in Eq. (2-118) is kept fixed, while in reality it should correspond to the temperature-dependent difference in concentration between the liquidus and solidus lines. Both for slow and fast growth rates, however, this only gives a minor correction, and we will ignore its effect in order to facilitate comparison with free dendritic growth.

In summary, with this model we now have all the ingredients to discuss some basic features of directional solidification by analytical and numerical tools. The presentation in the scaled form may not seem at first to be the most convenient means of direct comparison with experiments. Its great advantage over an explicit incorporation of all parameters is that qualitatively different behavior always corresponds to different ratios of length scales or time scales rather than some differences in absolute measures, and, consequently, this presentation allows for a more intuitive formulation of results.

### 2.5.3 Cellular Growth

A plane interface between the solid phase and the liquid phase of a two-component system tries to locate its position in a thermal gradient so that the chemical potentials of both components are continuous across the interface. Under stationary growth conditions, that position corresponds to a temperature, such that the concentration in the solid (solidus line of the phase diagram) is equal to the concentration in the distant liquid. This growth mode persists for velocities up to a critical velocity, above which the interface undergoes a Mullins–Sekerka instability toward cellular structures. A necessary condition for this instability to occur follows from Eq. (2-107), which can be written in terms of chemical diffusion length $l = 2D/V$ and thermal diffusion length $l_T$, Eq. (2-109), as

$$l/l_T \leq 2 \quad (2-119)$$

The 2 comes from the specific definition of $l$, and the inequality for instability is only approximate because minor surface tension effects have not yet been considered here. Incorporation of surface tension reveals that the instability first occurs for a critical wavelength $\lambda_c$ larger than the stability length $\lambda_s = 2\pi \sqrt{d\mu}$. Slightly above the critical pulling speed $V_c$, the interface makes periodic structures of finite amplitude. This was analyzed by Wollkind and Segel (1970), and for other specific cases, by Langer and Turski (1977). A more general treatment was given by Caroli et al. (1982).
The result of these investigations is that in a diagram of pulling speed $V$ versus wavelength $\lambda$, there exists a closed curve of neutral stability, Fig. 2-20. At fixed $V$, a small amplitude perturbation of the interface at a wavelength on that curve neither grows nor decays. Perturbations at wavelengths outside that curve decay, inside the curve they grow to some finite amplitude. This is similar to periodic roll patterns in the Rayleigh–Benard system of a fluid heated from below (Chandrasekhar, 1961), but here a maximal speed, $V_a$, is present, above which a flat interface is absolutely stable. For normal alloys, this speed is very high, while for liquid crystals, it is more easily accessible in controlled experiments (Bechhoefer et al., 1989). The diffusion length at $V_a$ is of the order of the capillary length.

At low speeds, but slightly above the critical velocity, $V_c$ sinusoidal “cells” will be formed for systems with segregation coefficients $k$ near unity. For small segregation coefficients, however, the neutral curve does not define such a normal bifurcation but rather an inverse bifurcation. This means that immediately above $V_c$, large amplitude cells with deep grooves are formed. A time sequence of the evolution of a sinusoidal perturbation into elongated cells at 1% above $V_c$ due to inverse bifurcation is shown in Fig. 2-21. This can be understood theoretically (Wollkind and Segel, 1970; Langer and Turski, 1977; Caroli et al., 1982) by means of an amplitude equation valid near $V_c$:

$$\frac{\partial A}{\partial t} = \left(1 - \frac{\partial^2}{\partial x^2}\right)A - a_1|A|^2 A + \ldots$$ (2-120)

where $A$ is the (possibly complex) amplitude of a periodic structure $\exp(ikx)$ with $k=2\pi/l_c$. The coefficient $a_1$ is called the Landau coefficient. If it is positive, we have

---

**Figure 2-20.** Neutral stability curve for a flat solid–liquid interface in directional solidification (schematic). The dependence of the growth rate (pulling speed) $V$ on the wavelength $\lambda$ of the interface perturbation is approximately $V \sim \lambda^{-2}$, both for the short and long wavelength part of the neutral stability curve, $V_c$ and $V_a$ are the lower critical velocity and upper limit of absolute stability, respectively.

**Figure 2-21.** Time evolution of an interface from sinusoidal to cellular structure slightly above the critical threshold $V_c$ for the case of inverse bifurcation. A secondary instability quickly leads to a halving of the wavelength.
a normal bifurcation with $|A| \sim \sqrt{V - V_c}$, while for $a_1 < 0$, the third order term does not stabilize the pattern but allows very large amplitudes leading to elongated cells (Fig. 2-21), which will be stabilized by some higher-order effects.

A second phenomenon is usually associated with this inverse bifurcation, namely, the splitting of the wavelength $\lambda_c \rightarrow \lambda_c / 2$. Qualitatively, this is understandable from nonlinear corrections since the squaring of the original pattern $\sim \exp (i k x)$ produces terms $\sim \exp (i 2 k x)$. This effect has clearly been observed in experiments (de Cheveigne et al., 1986).

We will discuss some aspects of the very high speed region in Sec. 2.5.7 but devote the main part of the following discussions to the most interesting region for practical purposes, which is not too close to the upper and lower bounds of the growth rate $V_a$ and $V_c$.

Approximating by straight lines the neutral curve of the logarithmic plot Fig. 2-20 in the intermediate velocity region, we find for both the small and the large $\lambda$ limits the relation

$$V \lambda^2 \approx \text{constant} \quad (2-121)$$

Again we have recovered the form of Eq. (2-1) mentioned in the introduction as a scaling law where $\lambda$ here is the cell spacing. This suggests that the cellular pattern formed in actual experiments would also follow this behavior. Unfortunately, this problem has not yet been settled to a satisfactory degree from a theoretical point of view. This is partly due to the difficulty of finding good analytical approximations to the cellular structures, which makes numerical calculations necessary to a large degree. We will return to this point in Sec. 2.5.5.

For small amplitude cells obtainable under normal bifurcation, some progress has been made (Brattkus and Misbah, 1990). A phase-diffusion equation has been derived describing the temporal evolution of a pattern without complete periodic variation of the interface. The basic idea is to replace the periodic trial form $\exp (i k x)$ by a form $\exp (i \Theta(x, t))$ so that $q(x, t) = \partial \Theta / \partial x$ is now no longer a constant but is slowly varying in space along the interface and evolving with time. We can derive a nonlinear phase diffusion equation

$$\partial_t q = \partial_x \{ \tilde{D}(q) \partial_x q \} \quad (2-122)$$

with a diffusion coefficient $\tilde{D}(q)$ depending in a complicated way on $q$. The procedure is well known in hydrodynamics and it is associated there with the so-called Eckhaus instability (Eckhaus, 1965). This instability eventually causes an (almost) periodic spatial structure to lose or gain one “period”, thereby slightly changing the average wavelength. In directional solidification, the result (Brattkus and Misbah, 1990) is shown in Fig. 2-22, where velocity is plotted against wavenumber in a small interval above the critical velocity. The full line is the neutral curve, the full triangles mark the Eckhaus boundary of phase stability. A periodic (sinusoidal) pattern is stable against phase slips only inside the region surrounded by triangles, thereby allowing for an Eckhaus band of stationary periodic solutions with a substantially reduced spread in wavenumbers as compared to the linear stability results. Note also that the results for phase stability (dashed line) from the amplitude equation only hold in an extremely small region above $V_c$, while only 20% above $V_c$, it shows no overlap with the result from the present analysis (triangles). The short-wavelength branch has a very complicated structure, while the long-wavelength branch far from the threshold scales as $\lambda_{\text{Eck}} \sim V^{-1/2}$, again like the neutral curve. This also seems to be in
agreement with experimentally observed results, as discussed later (Billia et al., 1987, 1989; Somboonsuk et al., 1984; Esaka and Kurz, 1985; Eshelman and Trivedi, 1987; Faivre et al., 1989; Kurowsky, 1990).

At higher velocities, the cells quickly become elongated (Fig. 2-23) with deep grooves forming bubbles. This was first obtained through numerical calculations by Ungar and Brown (1984a, b, 1985a, b). Calculations with a dynamical code in quasi-stationary approximation (Saito et al., 1989) confirmed the stability of these structures with respect to local deformations and short-wavelength perturbations. The long-wavelength Eckhaus stability has not been investigated yet for these cells. All calculations were made in two dimensions, which are believed to be appropriate for experiments of directional solidification in a narrow gap between glass plates.

At higher velocities and wavelengths (or cell sizes) not much smaller than the diffusion length, the grooves become very narrow, similar to Fig. 2-21 (Ungar and Brown, 1984a, b, 1985a, b, Karma, 1986, Kessler and Levine, 1989, McFadden and Coriell, 1984, Pelce and Pumir, 1985).

Figure 2-22. Stability diagram $V$ vs. $2\pi/\lambda$ near the lower critical threshold for a flat moving interface in directional solidification. The solid line is the neutral stability curve Fig. 2-20, the dotted curve is the most dangerous mode, the dashed curve is the limit of the Eckhaus stability from the amplitude equation. The triangles mark the Eckhaus limit as obtained from the full nonlinear analysis (Brattkus and Misbah, 1990), with stable cellular interfaces possible only inside that region. The band width of possible wavelengths for cellular interfaces accordingly is smaller by a factor of $\approx 0.4$, as compared to the band width given by the neutral (linear) stability curve.

Figure 2-23. Computed example for a deep cellular interface at $V = 5 V_c$ with bubble formation at the bottom of the groove (Saito et al., 1990).
If the velocity is fixed and the wavelength $\lambda$ is reduced significantly below the diffusion length $l$, the Saffmann–Taylor limit is reached (Brener et al., 1988; Dombre and Hakim, 1987; Kessler and Levine, 1986c), which is equivalent to a low-viscosity fluid being pushed into a channel of width $\lambda$ filled with a high-viscosity fluid. The low-viscosity fluid forms a finger just like the solid in directional solidification. Near the tip, the width of the finger $\lambda_f$ corresponds to

$$\lambda_f = \Delta \lambda$$

with cell spacing $\lambda$, where $\Delta < 1$ is the actual supercooling at the tip (remember that $\Delta = 1$ for a flat interface at $\zeta = 0$, and $\Delta = 0$ for a flat interface at $\zeta = l_H$). This serves to verify the consistency of numerical calculations (Saito et al., 1989). An even more detailed analysis was carried out by Mashaal et al. (1990).

For comparison with experiments, it is useful to draw a $V$ vs. $\lambda$ diagram (Fig. 2-24). Here the full line is again the neutral curve, the broken line is the most dangerous (or most unstable) mode, and the dotted line denotes the relation $l = \lambda$, where the diffusion length is equal to the imposed wavelength. The asterisks mark some detailed numerical investigations (Saito et al., 1989). The asterisk furthest to the left is close to the above-mentioned Saffmann–Taylor limit. At slightly higher wavelengths, where $\lambda < l$ still holds, we are in a scaling region, where the radius of curvature at the tips of the cells is about 1/5 of the cell spacing, as also found experimentally (Kurowsky, 1990). All these considerations give sufficient confidence that the numerical calculations may also provide insight into the mechanism of directional solidification for the most interesting case.

![Figure 2-24](image.png)

**Figure 2-24.** “Phase”-diagram log $(V)$ vs. log $(\lambda)$ for interface patterns in directional solidification. The solid and dashed curves denote the neutral stability curve, and the dashed-dotted curve the most dangerous mode. Asterisks mark fixed parameter values discussed hereafter. The lower critical threshold here is $V_c = 1$, $\lambda_c = 0.5$ for velocity and cell spacing. For other parameters see text. At low pulling speeds and high wavelengths cellular patterns with narrow grooves are found (a). At very short wavelengths and moderate speeds cellular patterns with wide grooves are found, consistent with theories for viscous fingering. At high pulling speeds, such that the cell spacing $\lambda$ is significantly wider than the diffusion length $l$, side-branching dendritic arrays are formed (c) (Saito et al., 1990). The speeds are still much smaller than the absolute stability limit $V_a$. 
of dendritic arrays formed at higher growth rates.

A few words on numerical methods and system parameters may be in order before we discuss the dendritic region. The numerical code is equivalent to the one used for the free dendritic case with the modification that it is necessary to integrate over several cells to arrive safely outside the diffusion length. Furthermore, in principle, diffusion has to be considered in both the liquid and the solid. Since the diffusion coefficient for material in the solid is usually much lower than it is in the liquid, it is found that diffusion in the solid alloy can usually be neglected on time scales for the formation of cells. For long durations, of course, microsegregation takes place, and solid diffusion then becomes important (Kurz and Fisher, 1998).

A more serious difficulty in directional solidification is the large number of parameters defining the system. We will concentrate here on typical parameter values used in experiments performed for some transparent materials between glass plates. Several tests and specific calculations also done for alloys, however, indicate that a large part of the results can be carried over to these more relevant situations from a metallurgical point of view without qualitative changes.

2.5.4 Directional Dendritic Growth

The diagram in Fig. 2-24 showing velocity versus \( \lambda \) in logarithmic form indicates that qualitatively different behavior may be expected depending on whether the diffusion length is larger or smaller than the cell spacing. In the previous section, we discussed the first case. When the diffusion length becomes smaller than the cell spacing we expect that the individual cells become more and more independent of each other, until finally they may behave like individual isolated dendrites.

In order to test this hypothesis, a series of numerical experiments were performed at a fixed cell spacing and increasing pulling velocity (Saito et al., 1989). The numerical parameters of the model were representatively taken to correspond to steel with Cr–Ni ingredients (Lesoulé, 1980). In dimensionless units, the critical velocity and wavelength for the plane-front instability were \( V_c = 1.136 \), \( \lambda_c = 0.514 \). The anisotropy of the capillarity length was not known and was taken as \( \epsilon = 0.1 \) to allow for comparison with the previously mentioned calculations on the free dendritic case. The cellular wavelength was fixed to \( \lambda = 0.36 \), corresponding to the asterisks at increasing velocity and constant \( \lambda \) in Fig. 2-24.

At the lowest velocity still below the \( l = \lambda \) dividing line, rounded cells were observed; the tip was not well approximated by a parabola. At higher speeds (\( V = 12 \)) the parabolic structure of the tip became visible, Fig. 2-25, and at even higher speeds (\( V = 20 \)) the dendritic structure with side branches was fully developed, Fig. 2-26.

We can now compare the resulting tip radius with the predictions from free dendritic growth. Note that in the present case the velocity is fixed rather than the supercooling, so that the dendrite now uses a supercooling corresponding to the given velocity. This means that the tip of the dendrite is no longer at a position in the temperature-gradient field like a flat interface, but has advanced toward the warmer liquid.

Fig. 2-27 contains the ratio of the tip radius divided by the radius from scaling, Eq. (2-68) (where the Péclet number \( P \) was used in the original form as the ratio of tip radius to diffusion length). Furthermore, this figure gives the ratio of the tip radius to the Ivantsov radius, which comes from
the Péclet number through the relation for the supercooling at the tip, Eq. (2-56). The data are instantaneous measurements rather than time-averaged measurements. It is obvious from Fig. 2-27 that the scaling relation, Eq. (2-68), holds very well at rather low speeds, where neighboring cells still interact substantially through the diffusion field, while the relation from the Ivantsov formula for the Péclet number only holds at higher velocities. The obvious reason for the latter deviation at low velocities is that the Ivantsov relation represents a global conservation law for an isolated parabolic structure, which is clearly not valid when several cells are within a diffusion length.

The observation that the scaling relation, Eq. (2-68), is very robust obviously has to do with the fact that it results from a solvability condition at the tip of the dendrite, which is only very weakly influenced by deformations further down the shaft.

In the same study, it was also confirmed that the side branches fulfilled precisely the same scaling relation (Fig. 2-13) as the
free dendrites at relatively low speeds of $V=12$ shown in Fig. 2-25. In this case, the side branches are just beginning to show up, while the tip is not very noticeably parabolic.

Up to this point these investigations were done at a constant anisotropy of $\varepsilon=0.1$ of the capillarity length. In Fig. 2-28 the normalized supercooling $\Delta$ has been plotted against velocity $V$, where

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure27.png}
\caption{Ratios $R_{\text{tip}}/R_x$ of tip radius computed numerically (Fig. 2-24) over two theoretical predictions, where $R_x$ is either the Ivantsov radius (circles) or the radius from solvability theory (asterisks). See also Fig. 2-12. The result is in nearly perfect agreement with the solvability theory down to very low speeds in the cellular region. The Ivantsov radius (for free growth) is not a good approximation there, as the diffusion fields of neighboring cells strongly overlap. At high speeds, essentially free dendritic growth is confirmed (Saito et al., 1990).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure28.png}
\caption{Supercooling at the tip of a cell or dendrite vs. pulling speed as obtained from numerical simulation. For a flat interface at low speeds, the global conservation law forces $\Delta=1$, then it decreases until $I=\lambda$, and finally approaches the slowly increasing relation $\Delta(V)$ obtained for the free dendritic case (see also Fig. 2-40). The expected dependence on capillary anisotropy $\varepsilon$ is also recovered.}
\end{figure}
\[ \Delta = 1 \] for a flat interface at stationary growth. Two sets of data for \( \varepsilon = 0.1 \) and \( \varepsilon = 0.2 \) are shown. If we increase the pulling speed above the critical value \( V \approx 1 \), the supercooling at the tip of the cellular patterns first decreases, because the forward bulges come into a range of higher temperature. At intermediate velocity, \( \Delta \) goes through a minimum and finally approaches the broken lines corresponding to the scaling relation, Eq. (2-68), together with the Ivantsov relation, Eq. (2-56). At intermediate velocities, the supercooling \( \Delta \) is above the corresponding curve meaning that the Péclet number, and therefore, the Ivantsov radius is larger than expected from the free dendritic scaling.

This is in agreement with Fig. 2-27 shown above. The minimum of the \( \Delta \) versus \( V \) relation is in the range where the diffusion length is comparable to the cell spacing, as expected from Fig. 2-24.

As a final example, Fig. 2-29 shows a dendritic array at the relatively high velocity \( V = 40 \) at anisotropy \( \varepsilon = 0.2 \). As in free dendritic growth, the structure appears sharper than the structure in Fig. 2-26 at smaller anisotropy.

The opposite case of extremely small anisotropies has not yet been analyzed in great detail, and it is rather unclear what happens both from a theoretical and an experimental point of view. It is likely that at zero anisotropy \( \varepsilon = 0 \), the cells will tend to split if the cell spacing becomes much larger than the diffusion length, which affords the possibility for chaotic dynamics at high speeds. However, this is still speculative.

Let us take a quick look at the kinetic coefficient \( \beta \) in Eq. (2-111). As can be concluded from its multiplication by \( V \), \( \beta \) becomes more and more important at high growth rates. For the free dendritic case with kinetic coefficient \( \beta \) and 4-fold anisotropy \( \beta_4 \) of the kinetic coefficient, a scaling relation similar to Eq. (2-68) was derived by Brener and Melnikov (1991):

\[
\beta V = \sigma_{\beta} \left( \frac{2 D_{\perp} \beta}{d_0} \right)^{9/2} P^{11/2} \beta_4^{7/2} \quad (2-123)
\]

with a constant prefactor \( \sigma_{\beta} \approx 5 \) and with Péclet number \( P \) as used before in Eq. (2-68). The scaling relation, Eq. (2-123), consists of several non-trivial power laws; only the one with \( P = R/l \) relating tip radius to velocity has been confirmed (Classen et al., 1991). With regard to the general agreement between analytical and numerical results obtained so far, however, there is little doubt that these scaling results (and others given by Brener and Melnikov, 1991) will also hold for the dendritic region \( \lambda \approx l \) in directional solidification.
A final point to be kept in mind is that the tip supercooling $\Delta$ in directional solidification is not small, as required by the approximations used for the derivation of the scaling relation. On the other hand, $P=1$ corresponds to a supercooling as large as $\Delta \approx 0.75$; $0.6$ for 2-dim and 3-dim, respectively, and the scaling relations can be expected to hold over a large range of velocities, as already indicated from the other free dendritic case, Fig. 2-12.

In summary, these investigations have shown that there appears to be a smooth transition from cellular to dendritic structures. The dendritic growth laws are very well represented by the scaling relations for the free dendritic case. This scaling should hold in the region

$$d_0 < R = l < \lambda < l_T$$  \hspace{1cm} (2-124)

where $\lambda$ is the primary cell spacing. It was proposed by Karma and Pelce (1989a, b) that the transition from cells to dendrites could occur via an oscillatory instability, for which the present investigations under quasi-stationary approximation have shown no evidence. A fully time-dependent calculation is possible in principle with Green’s function methods (Strain, 1989).

2.5.5 The Selection Problem of Primary Cell Spacing

An important question from an engineering point of view appears to be the following: suppose we know all the material parameters and the experimentally controllable parameters like thermal gradient and pulling speed for a directional solidification process – can we then predict the distance between the cells and dendrites?

A positive answer to this question is desirable because the mechanical properties of the resulting alloy are improved with a decrease in the primary cell spacing (see Kurz and Fisher (1998) and references therein).

In a rigorous sense the answer is still negative, but at least arguments can be given for the existence of some boundaries on the wavelengths (or cell spacings) which can be estimated with the use of simplifications.

The situation here shows some similarity to the formation of hydrodynamic periodic roll patterns (Newell and Whitehead, 1969; Kramer et al., 1982; Riecke and Paap, 1986). In a laterally infinite system, a whole band of parallel rolls is present above the threshold for roll formation, the so-called Eckhaus band. This was mentioned in Sec. 2.5.3 for directional solidification.

The reason for the stability of these rolls is that an infinitesimal perturbation is not sufficient to create or annihilate a roll, but a perturbation must exceed a threshold value before such an adjustment can occur.

In directional solidification, the situation is different insofar as the envelope over the tips of the cells could make a smooth deformation of very long wavelength, thereby building up enough deformation energy so that a cell could be created or annihilated at isolated points. One indication for such a process is the oscillatory instability of cells postulated by Karma and Pelce (1989) and Rappel and Brener (1992).

The only hard argument for the selection of a unique wavelength comes from an analysis of a spatially modulated thermal gradient acting on a cellular pattern of small amplitude (normal bifurcation) which imposes a ramp on the pattern (Misbah, 1989; Misbah et al., 1990). The idea originally proposed for the hydrodynamic case (Kramer et al., 1982) is to have a periodically varying thermal gradient parallel to the interface, which keeps the interface flat in some regions and allows
for the formation of cells in between (Fig. 2-30). For such a specific setup it was shown (Misbah et al., 1990) that a unique wavelength must be selected in the center of the small-gradient area. The reason for this special construction is that it allows for the formation of cells at arbitrarily small amplitudes (and therefore small pinning forces) in the region of strong thermal gradient.

In general, however, the boundary conditions on the other sides of the cells, due to the container walls, are not well specified and typically will not provide such a ramp structure (see Misbah (1989), however, for growth in a rotating vessel). For the time being, we can therefore try to at least find some boundary similar to the Eckhaus band for the limits of large and small wavelengths in the cell spacing.

It is not easy to extend the corresponding analysis of small-amplitude cells (Brattkus and Misbah, 1990) to cells with deep grooves, as these essentially infinite grooves present a kind of topological constraint on the number of longitudinal cells in a given lateral interval. The creation or annihilation of cells is therefore likely to be a discrete process.

A natural mechanism for the local reduction of cell spacings (or creation of a new cell) is either a nucleation in one of the grooves (the liquid is supercooled), or even more likely, the formation of a new cell out of a side branch in such a groove. Alternatively, tip splitting of a cell may give the same result (Fisher and Kurz, 1978, 1980).

The opposite mechanism for the increase of cell spacing (or annihilation of an existing cell) could occur through the competition of neighboring cells for the diffusion field, such that one cell finally moves at a slightly slower speed than the neighboring cells and, consequently, will be suppressed relative to the position of the moving front.

These two mechanisms have been conjectured by many authors in the past. Some progress has been made recently by the confirmation of the scaling relations in the dendritic region. It seems, therefore, worthwhile to reformulate those conjectures with the help of these scaling relations. Let us first consider the short-wavelength \( \lambda \) (cell spacing) argument. Assume that we are at dendritic growth speeds, Eq. (2-124), ignoring here kinetic coefficients. The solidification front then looks like an array of individual dendrites which only weakly interact with each other through the diffusion field \( l < \lambda \).

The solidification front \( \zeta = 0 \) will be understood here as a smooth envelope touching all the dendrite tips, so that deformations of the front have a smallest wavelength \( \lambda \) equal to the cell spacing. There are now basically two “forces” acting on deformations \( \partial \zeta(x, t)/\partial t \) of that front. If some of the tips are trailing a little behind the others, they will be screened through the diffusion field of the neighboring tips, as in the conventional Mullins–Sekerka instability, but now without a stabilizing
surface tension interacting between neighboring tips. Taking this into account, the destabilizing force is \( F_d = \Omega_k^{(d)} \xi_k \) with \( \Omega_k^{(d)} = V|k| \) for a sinusoidal perturbation of amplitude \( \xi_k \) of a plane interface without surface tension moving at velocity \( V \) and wavenumber \( k \). The maximum lies at \( k = 2\pi/\lambda \). The actual area under this perturbation \( \xi_k \) contained in the solid cells is smaller by a factor \( \approx 2R/\lambda \). We thus arrive at a maximal destabilizing force of

\[
F_d = \Omega^{(d)} \xi_\lambda; \quad \Omega^{(d)} = 4\pi VR/\lambda^2
\] (2-125)

corresponding to a depression or enhancement of every second dendrite.

On the other hand, each of these individual dendrites knows its operating point, and through the given velocity its supercooling at the tip. We approximate this by the asymptotic form of Eq. (2-56) \( \Delta = 1-1/P \) since basically the variation of \( \Delta \) with \( P \) enters below, even through \( P \) may not be very large compared to unity. Capillary effects do not seem to be very important in this region and are thus neglected here for simplicity. By definition, \( \Delta = 1 - z_{\text{tip}}/l_T \), and the two expressions for \( \Delta \) can be evaluated: \( z_{\text{tip}} \approx l_T l/R \). The stabilizing force \( F_s = \Omega^{(s)} \xi_\lambda \) follows from the obvious relation \( \Omega^{(s)} = dV_{\text{tip}}/dz_{\text{tip}} \) as

\[
F_s = \Omega^{(s)} \xi_\lambda; \quad \Omega^{(s)} = -2\frac{VR}{l_T l}
\] (2-126)

As expected, the sign of this “force” is opposite to the destabilizing force, Eq. (2-125). Setting the sum of the two equal to zero, we expect an instability to occur first at cell spacings

\[
\lambda \approx \sqrt{l_T l}
\] (2-127)

for segregation coefficients around one. We cannot say much about small segregation coefficients because the nonlinearity in Eq. (2-114) replacing Eq. (2-56) becomes important there. Of course, a number of rough approximations were used specifically in the treatment of the destabilizing force, but this argument should at least qualitatively capture the competition mechanism between neighboring dendrites. A more detailed analysis (Warren and Langer, 1990) is quite promising at large velocities in comparison with experiments (Somboonsuk et al., 1984) (see also Kessler and Levine, 1986c; Bechhoefer and Libchaber, 1987).

Let us now look at the large-wavelength limit \( \lambda \). The initial growth conditions are assumed to be just as before, Eq. (2-124), but now at possibly large cell spacings \( \lambda \). In the numerical calculations, it was found (Saito et al., 1989) that for fixed cell spacing \( \lambda \) at increasing velocity, a tail instability occurs (Fig. 2-31). A side branch in the

Figure 2-31. After a sudden increase in the growth rate in the dendritic region at fixed cell spacing, tail instability occurs. One of the side branches near the tip produces a protrusion in the forward direction, which then becomes a new primary cell (the imposed mirror symmetry is not present in reality of course). In accordance with the stability of dendritic cells against tip splitting (compare Fig. 2-29), this tail instability appears to be an important selection mechanism for primary cell spacing. See also Fig. 2-43.
groove between two dendrites splits off a ternary branch, which then moves so fast in the strong supersaturation in the groove that it finally becomes a new primary branch. In the plot, the imposed mirror symmetry is, of course, artificial, but it even acts opposite to this effect, making the process more plausible in reality. In fact, this is also observed experimentally (Esaka and Kurz, 1985), in particular when the solid consists of slightly misaligned regions separated by grain boundaries, so that the growth direction of two neighboring dendrites is slightly divergent. Our basic assumption now is that this tail instability occurs when the intersection of parabolic envelopes over neighboring dendrites occurs at a point \( z = \frac{l_T}{R} \), where, theoretically, \( \Delta > 1 \). In this case, there is no need for long-range diffusion around a side branch, for its dynamics become local. Of course, this assumption ignores geometrical competition between neighboring side branches to a certain extent, but for the moment there seems to be no better argument to hand.

Taking into account the point that neighboring parabolas with tip position at \( z_{\text{tip}}>0 \) cannot intersect further down to the cold side than at \( z = 0 \), we obtain \( z_{\text{tip}} = l_T/l \) from the two relations for \( \Delta \), just as in the previous case of small wavelengths. But now we must use the parabolic relation \( z_{\text{tip}} = \frac{\lambda^2}{8R} \) for the intersection of two parabolas of radius \( R \) at \( z = 0 \), which are a distance \( \lambda \) apart. The tail instability is then expected to occur for

\[
\lambda \gtrsim \sqrt{l_T l} \tag{2-128}
\]

again with a prefactor roughly of the order of unity. In comparison with Eq. (2-127), it can be seen that in both cases the same scaling relation results. The scaling with the inverse growth rate \( l \) follows the neutral stability curve at velocities safely in between the two critical values and again recovers Eq. (2-1) by noting that \( l \sim V^{-1} \) and therefore \( V \lambda^2 \approx \text{constant} \). The results, Eqs. (2-127) and (2-128), seem to be in agreement with experiments (Somboonsuk et al., 1984; Kurowsky, 1990; Kurz and Fisher, 1981, 1998) concerning the scaling with respect to diffusion length \( l \) and thermal length \( l_T \). The limit \( k \rightarrow 0 \) for the segregation coefficient as a singular point is not reliably tractable here.

The previously given relation \( \lambda \sim l^{1/4} \) (Hunt, 1979; Trivedi, 1980; Kurz and Fisher, 1981) seems to be valid in an intermediate velocity region (Fig. 2-28) where \( \Delta \) does not vary significantly, so that \( z_{\text{tip}}/l_T \approx 1/2 \) (see also Sec. 2.6.1).

A serious point is the neglect of surface tension and anisotropy in these derivations. In the experiments analyzed so far the relation \( V \lambda^2 = \text{const} \) seems to hold approximately, but what happens for the capillary anisotropy \( \varepsilon \) going to zero? Numerically, tip splitting occurs at lower velocities for smaller \( \varepsilon \). In a system with anisotropy \( \varepsilon = 0 \) (and zero kinetic coefficient) the structures probably show chaotic dynamics at velocities where the diffusion length \( l \) is smaller than the short wavelength limit of the neutral stability curve (Fig. 2-24), but this is rather speculative (Kessler and Levine, 1986c).

In considering whether the tail instability (large \( \lambda \)) or the competition mechanism (small \( \lambda \)) will dominate in casting processes, we tend to favor the former. If the solidification front consists of groups of dendrites slightly misoriented against each other due to small-angle grain boundaries, cells will disappear at points where the local growth directions are converging and new cells will appear through the tail instability at diverging points at the front.

To summarize, the most likely scaling behavior of the primary cell spacing \( \lambda \), de-
pending on pulling velocities, follows Eqs. (2-1) and (2-128) as a consequence of the arguments presented in this section. This conclusion is supported by a number of experiments (Billia et al., 1987; Somboonsuk et al., 1984; Kurowsky, 1990; Esaka and Kurz, 1985), but more work remains to be done.

2.5.6 Experimental Results on Directional Dendritic Growth

Since 1950, in situ experiments on directional solidification (DS) of transparent model systems have been performed (Kofler, 1950). However, it was some time before such experiments were specifically conceived to support microstructural models developed in the 1950s and early 1960s. The work of Jackson and Hunt (1966) is a milestone in this respect (see also Hunt et al., 1966). Their experimental approach to dendritic growth has been developed further by several groups: Esaka and Kurz (1985), Trivedi (1984), Somboonsuk et al. (1984), Somboonsuk and Trivedi (1985), Eshelman et al. (1988), Seetharaman and Trivedi (1988), Seetharaman et al. (1988), de Cheveigne et al. (1986), Akamatsu et al. (1995), Akamatsu and Faivre (1998), and others. Substantial progress has been made during these years, especially due to results obtained by Faivre and coworkers in very thin (~15 µm) cells that constrain the patterns to two dimensions. This research is still producing interesting new insights into the dynamics of interface propagating during crystallization.

The specific interest of DS is that growth morphologies can be studied not only for dendritic growth but also for cellular and plane front growth. We will discuss these phenomena in the sequence of their appearance when the growth rate is increased from $V_c$, the limit of first formation of Mullins–Sekerka (MS) instabilities (also called limit of constitutional undercooling), to rates where plane front growth again appears at velocities above $V_a$, the absolute stability limit.

**Morphological instabilities.** The onset of plane front interface instability is observed to start at defects such as grain boundaries, subgrain boundaries and dislocations, forming a more or less pronounced depression at the intersection with the solid–liquid boundary, as shown in Fig. 2-32 (Fisher and Kurz, 1978). It is inherently difficult to quantitatively observe the break-down because the growth rates are small, and a long period of time is required to reach steady state.

The amplitude and wavelength of the perturbations as a function of $V$ developing in systems with small distribution coefficients $k$ (of the order of 0.1) are shown in Fig. 2-33. In CBr$_4$–Br$_2$ (de Cheveigne et al., 1986) and SCN–ACE (Eshelman and Trivedi, 1987), the bifurcation is of a sub-critical type, i.e., there are two critical growth rates, one for increasing growth rate, $V^+_c$, and another lower value for decreasing growth rate, $V^-_c$. Therefore, a periodic interface shape with infinitesimally small amplitudes cannot form in these systems. As has been discussed in Sec. 2.5.3, only systems with $k$ near unity will give supercritical (normal) bifurcation with a single, well-defined critical growth rate $V_c$. The evolution of the wavelength for two temperature gradients (70 and 120 K/cm) is shown in Fig. 2-33b. At the onset of instability the experimentally determined wavelength is smaller than the critical wavelength by a factor of 2–3 compared with linear stability analysis. Increasing the rate above the threshold leads to a decrease in the wavelength proportional to $V^{-0.4}$ (de Cheveigne et al., 1986; Kurowsky, 1990). Once stability has started, the
structure evolves to a steady-state cellular or dendritic growth mode. Which one of these structures will finally prevail is a question of the growth conditions.

Cells and dendrites. Losert et al. (1998a) developed an interesting technique in which a spatially periodic UV laser pulse is directed onto the solidification front of the
transparent succinonitrile–coumarin system. These experiments allowed for a systematic investigation of the dynamic selection and stability of cellular structures.

Through an increase in $V$ (or $C_\infty$, or a decrease in $G_T$), a columnar dendritic structure can be formed out of a cellular array (Fig. 2-34). All three morphologies (instabilities, cells, dendrites) appear to have their own wavelength or array spacing. Owing to competition between neighboring crystals, the mean spacing of large amplitude cells seems to be always larger than that of the initial perturbations of the plane front, and the mean trunk distance (primary spacing $\lambda$) of the dendrites, larger than the

Figure 2-34. Time evolution of the solid/liquid interface morphology when accelerating the growth rate from 0 to 3.4 $\mu$m/s at a temperature gradient of 6.7 K/mm. Magnification 41 x. (a) 50 s, (b) 55 s, (c) 65 s, (d) 80 s, (e) 135 s, (f) 740 s (Trivedi and Somboonsuk, 1984).
spacing between smooth cells. The reason for this change in typical spacing is not yet clear. We will come back to this subject later. Before we do so, some relevant observations on tip growth need to be discussed.

The tip is the “head” of the dendrite where most of the structural features are initiated. Fig. 2-35 shows a dendrite tip of succinonitrile (SCN) with 1.3 wt.% acetone (ACE) in an imposed temperature gradient, $G_T = 16$ K/cm and a growth rate, $V = 8.3$ µm/s. The smooth tip of initially parabolic shape (Fig. 2-35b) is clearly visible. In contrast of free thermal dendrites (Fig. 2-9), in DS of alloys the secondary instabilities start forming much closer to the tip. The imposed temperature gradient also widens the dendrite along the shaft relative to a parabola fitted to the tip. This effect increases with an increasing temperature gradient (Esaka, 1986).

Figure 2-35. Dendrite tip of SCN–1.3 wt.% acetone solution in directional growth. (a) For $V = 8.3$ µm/s and $G = 1.6$ K/mm; (b) parabola fitting the tip growing at $V = 33$ µm/s and $G = 4.4$ K/mm (Esaka and Kurz, 1985; Esaka, 1986).
The sequence of steady-state growth morphologies, from well-developed large amplitude cells to well-developed dendrites, is shown in Fig. 2-36. Besides the information on the form and size of the corresponding growth morphologies, this figure also contains indications specifying the diffusion length \( l = 2D/V \) and the ratio of the half spacing over tip radius. The characteristic diffusion distance decreases more rapidly than the primary spacing of the dendrites (Fig. 2-36). When \( l \geq \lambda \) the ratio \( \lambda/2R \) of directionally solidified SCN–1 wt.% ACE alloys is between 5.5 and 6, in agreement with numerical calculations (Sec. 2.5.3).

These observations are summarized in Fig. 2-37. Three areas of growth can be differentiated for this alloy:

i) at low speeds, cells are found showing no side branches and a non-parabolic tip;

ii) at intermediate rates (over a factor 5 in \( V \)), cellular dendrites are formed with weakly developed secondary arms, and they show an increasingly sharpened parabolic tip;

iii) at large rates dendritic arrays grow with well-developed side branches and a tip size much smaller than the spacing.

It is difficult at present to judge the influence of the width of the gap of the experi-

---

**Figure 2-36.** Cellular and dendritic growth morphologies in SCN–1.3 wt.% acetone; thermal gradient 8 K/mm < \( G < 10.5 \) K/mm (Esaka, 1986). The growth rate \( V \) in \( \mu m/s \), the diffusion length \( (2D/V) \) in mm, and the ratio of the primary trunk spacing to the tip diameter are as follows: A = 1.6, 1.6, 2.0; B = 2.5, 1.0, 2.5; C = 8.3, 0.3, 5.5; D = 16, 0.16, 6.0; E = 33, 0.08, 7.5; F = 83, 0.03, 9.0.
mental cell, which had approximately the same size as the diffusion distance, when $\lambda = l$. The corresponding growth rate also marks the transition from two- to three-dimensional growth of dendrites, as can be seen in Fig. 2-36. Under conditions A to C, no secondary arms are observed perpendicular to the plane of observation, while conditions D to F show well-developed 3D dendrites even far behind the tip. Therefore, the gap might somewhat influence the values of the transition rates but not the qualitative behavior of the transition. As mentioned above, the theory (in quasi-stationary approximation) only indicates a very gradual change in morphology. It is interesting to compare Fig. 2-36 with Figs. 2-25 and 2-26. It can be seen that both the theoretical and the experimental approaches show qualitatively the same behavior, even if the material constants used are not the same.

The critical role of crystalline anisotropy in interface dynamics has been demonstrated experimentally in directional growth of transparent CBr$_4$–C$_2$Cl$_6$ alloys grown as single crystals in thin samples (Akamatsu et al., 1995). With the $\langle 100 \rangle$ direction oriented along the heat flow direction, characteristic cellular/dendritic arrays such as shown in Fig. 2-36 are obtained. With other orientations, where growth is rendered “effectively isotropic” a “seaweed” structure is observed, the tips of which form what has been called on the basis of theoretical predictions a doublon (Ihle and Müller-Krumbhaar, 1994).

The formation of doublons has also been suggested to play an important role in the formation of “feathery” grains in technical aluminum alloys. Recent detailed observations with electron back-scattered diffraction (EBSD) combined with optical and scanning electron microscopy (Henry et al., 1998) have clearly shown that feathery grains are made of $\langle 110 \rangle$ columnar dendrites, whose primary trunks are aligned along and split in their center by a $\langle 111 \rangle$ coherent twin plane. The impingement of secondary $\langle 110 \rangle$ side arms gives rise to incoherent wavy twin boundaries. The switch from $\langle 100 \rangle$ to $\langle 110 \rangle$ growth direction was attributed to the small anisotropy of the solid–liquid interfacial energy of alumi-
num, which can be changed by the addition of solute (Henry et al., 1998).

The scaling of the initial side-branch spacing $\lambda_2$ with respect to the tip radius is shown in Fig. 2-38. Both quantities scale closely with $L^2V = \text{const.}$ or $L^2C_\infty = \text{const.}$ (where $L \sim R$ or $\lambda_2$). Fig. 2-38b also shows the quantity $\lambda_p$, the distance from the tip down the shaft, where the first signs of tip perturbations in the SCN–ACE system can be observed. Here $\lambda_p$ is of the same order as $\lambda_2$.

The ratio $\lambda_2/R$ obtained by Esaka and Kurz (1985) for SCN–1.3 wt.% ACE is independent of growth rate according to the precision of the measurements and takes a value of $2.1 \pm 0.2$ (see Fig. 2-39 and Table 2-1). This is in good agreement with the measurement of Somboonsuk and Trivedi (1985) who found a value of 2.0 on the same system over a wide range of growth rates, compositions, and temperature gradients (Trivedi and Somboonsuk, 1984). This ratio increases with crystal anisotropy.

Figure 2-38. Characteristic dimensions (tip radius, $R$, initial secondary arm spacing, $\lambda_2$, and distance of appearance of secondary instabilities, $\lambda_p$) as a function of growth rate (a), and as a function of the alloy concentration (b) (Esaka, 1986).
in agreement with numerical calculations (Figs. 2-26, 2-29, 2-13) and decreases with increasing temperature gradient. On the other hand, its value is larger in the case of free dendritic growth (Table 2-1).

The tip undercooling of the dendrite is a measure of the driving force necessary for its growth at the imposed rate $V$. Fig. 2-40 shows the variation of the tip temperature with $V$, the undercooling being defined by the difference between $T_m$ and the tip temperature. During an increase in growth rate, the cellular growth region is characterized by a decrease in undercooling, while toward the dendritic region, the undercooling increases again (Fig. 2-28).

One of the characteristics of directional solidification of cells/dendrites is the formation of array structures with a primary trunk spacing $\lambda$. For cellular and cellular–dendritic structures the growth direction/crystal orientation relationship plays an important role in the establishment of stable or unstable array patterns with a
characteristic spacing, as has been shown by Akamatsu and Faivre (1998). The growth-rate dependence of dendritic patterns has been shown in the log–log plot of Fig. 2-37. We can see that the slope of $\lambda$ vs. $V$ is initially lower than the slope of $R$ vs. $V$. If we take the three points around $V(l=\lambda)$, where the tip temperature is approximately constant, the slope is about 0.25, while a mean slope through all measurements shown gives 0.4. This is fully consistent with data by Kurowsky (1990). Furthermore, it is in agreement with our arguments in Sec. 2.5.5.

Most of the measurements give a rate exponent somewhere between the two limiting values, 0.25–0.5. Taking the lower value expressed by temperature gradient and concentration gives a relationship $\lambda \sim G_T^{0.5} C_\infty^{0.25}$ (Hunt, 1979; Kurz and Fisher, 1981; Trivedi, 1984). Therefore, a normalized spacing $\lambda^4 G_T^2 V/k \Delta T_0$ is plotted vs. $V$ in Fig. 2-41, showing that different materials behave similarly except for a constant factor (note that the solidus–liquidus interval of an alloy, $\Delta T_0$, is proportional to $C_\infty$).

Primary spacings, however, are not uniquely defined but form a rather wide distribution. This is shown in Fig. 2-42 for one superalloy which was directionally solidified under different conditions. This behavior can be understood by examining the mechanism of wavelength (spacing) reduction through tail instability, which is a complicated process. A series of competitive processes between secondary and tertiary arms in a region behind the tip (of the order of one primary spacing) finally causes one tertiary branch to grow through and to become a new primary trunk (Esaka et al., 1988), as shown in Figs. 2-43 and 2-31. The range of stability of dendritic arrays has been analysed by Losert et al. (1998b). Hunt and Lu (1996) approached

Figure 2-41. Normalized primary trunk spacing, $\lambda$, as a function of growth rate for various alloy systems (Somboonsuk et al., 1984). Note that the variation with growth rate at these high velocities is in agreement with the discussion in Sec. 2.5.5.

Figure 2-42. Distribution of nearest dendrite–dendrite separations (primary trunk spacings) measured on a transverse section of a directionally solidified Ni-base superalloy (Quested and McLean, 1984). Solid lines for 16.7 $\mu$m/s and broken lines for 83.3 $\mu$m/s.
this problem by numerical modeling using a minimum undercooling criterion for the selection of the lower limit of array growth.

**Effects at high growth rates**

As the final topic in this section, we discuss some interesting effects which have been observed at very high growth rates. In laser experiments of the type shown in Fig. 2-7, the interface may be driven to velocities of several m/s. Under such high rates, the structures become extremely fine. Primary spacings as small as 20 nm have been measured in Al–Fe alloys (Gremaud et al., 1990). Fig. 2-44 represents measured primary spacings (black squares), measured secondary spacings (open squares), and the calculated tip radius of the dendrites, using Ivantsov's solution and the solvability-scaling criterion (Kurz et al., 1986, 1988). \( \lambda \) and \( \lambda_2 \) vary as \( V^{-0.5} \), as does the tip radius when the Péclet number of the tip is not too large. At large Péclet numbers (or small diffusion distances), capillary forces become dominant, which is the reason for the limit of absolute stability, \( V_a \). Ludwig and Kurz (1996a) determined cell spacing and amplitude close to absolute stability in succinonitrile–argon alloys and found for both \( \lambda^{3/2} V = \text{const} \).

Since the classical paper by Mullins and Sekerka (1964), it has been known that plane front growth should also be observed at interface rates where the diffusion length reaches the same order as the capillary length. This critical rate, called the limit of absolute stability, can be calculated from linear stability analysis (for temperature
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**Figure 2-43.** Mechanism for the formation of a new primary trunk by repeated branching of side arms at a grain boundary (gb). The increasing spacing at the gb allows a ternary branch to develop and to compete in its growth with other secondary branches (hatched arms) (Esaka et al., 1988).

**Figure 2-44.** Experimentally determined primary spacings (black squares), secondary arm spacings (open squares) and calculated tip radius (line) for Al–4 wt.% Fe alloy rapidly solidified by laser treatment. The minimum in tip temperature or the maximum in undercooling is due to the decreasing curvature undercooling when the dendrite approaches the limit of absolute stability, \( V_a \) (Gremaud et al., 1990).
gradients which are not too high) approximately as

$$V_a = \Delta T_0 D / k \Gamma$$

Here $\Gamma$ is the ratio of solid–liquid interface energy to specific melting entropy. Typical limits are of the order of m/s. The precise value depends also on the effect of a varying solute diffusion coefficient (due to the large undercoolings), on the variations of $k$ and $\Delta T_0$ with the growth rate associated with the loss of local equilibrium, and, finally, on interface kinetics, which cannot be ignored. According to an extensive study of several alloy systems, it may be stated that at $V_a$ we generally do not observe a simple plane front growth but rather an oscillating interface, which produces bands of plane front and cellular dendritic morphology. Fig. 2-45a shows such a transition from columnar dendritic grains to bands (Carrard et al., 1992). Fig. 2-45b shows more details of the banded structure. It is visible that the dark band is cellular/dendritic and the clear band structure-less (supersaturated plane front growth). The possibility of chaotic interface motion was shown by Misbah et al. (1991), and oscillatory motion of a plane interface with time was suggested by Corriell and Sekerka (1983) and Temkin (1990). The full theoretical analysis of the banding problem has been given by Karma and Sarkissian (1993), see also Kurz and Trivedi (1996). Growth rates much higher than $V_a$ are needed in order to definitely produce an absolutely stable plane solid–liquid interface (Fig. 2-46).

Under steady-state growth conditions using a transparent organic system, Ludwig and Kurz (1996b) observed the onset of absolute stability but no sign of banding. The latter was due to the fact that the experiments had to be undertaken with highly diluted alloys. This was necessary as one had to work under heat flow limited conditions allowing a growth rate of not more than some mm/s. In order to reach absolute stability at these low rates the composition (and $\Delta T_0$) had to be kept very small (typically below 100 mK).

### 2.5.7 Extensions

In this section, we summarize a few improvements on the theory of solidification regarding various effects that are important in the practical experimental situation. They are observed when experimental parameters are outside the range of the simple models considered in this chapter, or when...
additional factors influence the growth of the solid.

The models in this chapter are minimal in the sense that they were intended to capture the essence of a phenomenon with the smallest possible number of experimental parameters. Despite this simplification, however, the results appear to be of general importance.

The discussion of free dendritic growth has been restricted so far to small Péclet numbers or low supercoolings. In directional solidification, however, we are usually at moderate or even high Péclet numbers (Ben Amar, 1990; Brener and Melnikov, 1990). It was shown by Brener and Melnikov (1990) that in this case a deviation from dendritic scaling occurs if $P \varepsilon^{1/2}$ increases approximately beyond unity.

At high growth rates, furthermore, kinetic coefficients can no longer be ignored at the interface. A proposed scaling relation (Brener and Melnikov, 1991) was confirmed numerically (Classen et al., 1991), and combined anisotropy of surface tension and kinetic coefficient was treated analytically (Brener and Levine, 1991; Ben-Jacob and Garik, 1990). A general treatment of kinetic coefficients on interface stability was given by Caroli et al. (1988). For eutectic growth, this was formulated by Geilikman and Temkin (1984). For higher anisotropies than considered so far, we encounter facets on the growing crystals. This was analyzed for single dendrites (Adda Bedia and Ben Amar, 1991; Maurer et al., 1988; Raz et al., 1989; Yokoyama and Kuroda, 1988) and for directional solidification (Bowley et al., 1989).

In our treatment of directional solidification, only one diffusion field was treated explicitly, namely the compositional diffusion. If a simple material grows dendritically (thermal diffusion), small amounts of impurities may become a matter of concern. This was reconsidered by Ben Amar and Pelce (1989), confirming the previous conclusion (Karma and Langer, 1984; Karma and Kotliar, 1985; Lipton et al., 1987) that impurities may increase the dendritic growth rate.
2.5 Directional Solidification

A subject of appreciable practical importance concerns the late stages of growth, where coarsening of the side branch structures occurs together with segregation (Kurz and Fisher, 1998). If elastic forces are not of primary importance, it is now generally accepted (see Chapter 6, Sec. 6.4.1) that a relation $L^* = A + Bt^{1/3}$ (Huse, 1986) is a good representation of typical length scales $L^*$ varying with time $t$ during diffusional coarsening processes. This confirms the classical Lifshitz–Slyozov–Wagner theory (Lifshitz and Slyozov, 1961; Wagner, 1961). The result, however, is not specific about the geometric details, for example, in directional solidification, and it also assumes constant temperature.

We have only briefly mentioned the transition from dendritic arrays back to a plane front during directional solidification at very high speeds. The importance of kinetic coefficients was demonstrated by Brener and Temkin (1989), and recently, the possibility of chaotic dynamics in this region similar to those described in the Kuramoto–Sivashinsky equation was suggested by Misbah et al. (1991).

A richness of dynamic phenomena was obtained in a stability analysis of eutectics (Datye et al., 1981). The possibility of tilted lamellar arrays in eutectics was demonstrated by Caroli et al. (1990) and, similarly, for directional solidification at high speeds by Levine and Rappel (1990). This was observed in experiments on nematic liquid crystals (Bechhoefer et al., 1989) and in eutectics (Faivre et al., 1989).

Finally, the density difference between liquid and solid should have some marked influence on the growth mode (Caroli et al., 1984, 1989). For dendritic growth, forced flow was treated in some detail by Ben Amar et al. (1988), Ben Amar and Pomeau (1992), Bouissou and Pelce (1989), Bouissou et al. (1989, 1990) and Rabaud et al. (1988). Other sources of convective instability (Corriell et al., 1980; Sahm and Keller, 1991) cannot be discussed here in any detail, as the literature is too extensive in order to be covered within this chapter.

Phase-field models

In recent years, the phase-field methodology has achieved considerable importance in modeling and numerically simulating a range of phase transitions and complex growth structures that occur during solidification. Phase-field models have been applied to a wide range of materials such as pure melts, simple binary alloys, eutectic and peritectic phase transitions and grain growth structures in situations as diverse as dendritic growth and rapid solidification.

In the phase-field formulation a mathematically sharp solid–liquid interface is smeared out or regularized and treated as a boundary layer, with its own equation of motion. The resulting formulation no longer requires front tracking and the imposition of boundary conditions, but must be related to the sharp interface model by an asymptotic analysis. In fact, there are many ways to prescribe a smoothing and dynamics of the sharp interface consistent with the original sharp-interface model. So there is no unique phase-field model, but rather a family of related models. The first phase-field model was developed by Langer (1986) in ad hoc manner. Subsequently, models have been placed on a more secure basis by deriving them within the framework of irreversible thermodynamics (Pennrose and Fife, 1990; Wang et al., 1993). Caginalp (1989) presented for the first time the relation between phase-field models and sharp interface models or free boundary problems by considering the sharp
interface limit in which the interface thickness is allowed to tend to zero.

However, the technique also has some disadvantages. The first is related to the effective thickness of the diffuse interface of alloys (1–5 nm) which is three to four orders of magnitude smaller than the typical length scale of the microstructure. Since the interface must spread over several points of the mesh, this limits considerably the size of the simulation domain. The second problem arises from the attachment kinetics term, which plays a significant role in the phase-field equation, unlike microstructure formation of metallic alloys at low undercooling. These two factors have so far limited phase-field simulations of alloy solidification with realistic solid-state diffusivities to relatively large supersaturations. Recent mathematical and computational advances, however, are rapidly changing this picture. Some of the recent advances include: 1) a reformulated asymptotic analysis of the phase-field model for pure melts (Karma and Rappel, 1996, 1998) that has (i) lowered the range of accessible undercooling by permitting more efficient computations with a larger width of the diffuse interface region (as compared to the capillary length), and (ii) made it possible to choose the model parameters so as to make the interface kinetics vanish; 2) a method to compensate for the grid anisotropy (Bösch et al., 1995); 3) an adaptive finite element method formulation that refines the zone near the diffuse interface and that has been used in conjunction with the reformulated asymptotics to simulate 2D dendritic growth at low undercooling (Provatas et al., 1998); 4) the implementation of the method for fluid flow effects (Diepers et al., 1997; Tonhardt and Amberg, 1998; Tong et al., 1998), and 5) the extension of the technique to other solidification phenomena including eutectic (Karma, 1994; Elder et al., 1994; Wheeler et al., 1996) and peritectic reactions (Lo et al., 2000).

2.6 Eutectic Growth

2.6.1 Basic Concepts

Eutectic growth is a mode of solidification for a two-component system. Operating near a specific point in the phase diagram, it shows some unique features (Kurz and Fisher, 1998; Lesoult, 1980; Hunt and Jackson, 1966; Elliot, 1983).

The crucial point in eutectic growth is that the solidifying two-component liquid at a concentration near \( C_E \) (Fig. 2-19) can split into two different solid phases. The first phase consists of a high concentration of A atoms and a low concentration of B atoms; the second solid phase has the opposite concentrations. These two phases appear alternatively as lamellae or as fibers of one phase in a matrix of the other phase.

One condition for the appearance of a eutectic alloy is apparently a phase diagram (as sketched in Fig. 2-19) with a temperature \( T_E \). The two-phase regions meet at \( (T_E, C_E) \), and the two liquidus lines intersect before they continue to exist as metastable liquidus lines (dash-dotted line) at temperatures somewhat below \( T_E \). This is a material property of the alloy (Pb–Sn for example). The other condition is the experimental starting condition for the concentration in the high-temperature liquid. Assume that we are moving a container filled with liquid at concentration \( C_S \) in a thermal gradient field where the solid is cold, the liquid is hot, and the solidification front is proceeding towards the liquid in the positive \( z \)-direction. As a stationary solution, we find a similar condition to the simple directional solidification case; that is the concentration in the solid \( \bar{C}_S \) aver-
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aged across the front must be equal to $C_\infty$ to maintain global mass conservation together with a stationary concentration profile near the front.

Assume now that the liquid concentration at infinity, $C_\infty$, is close to $C_E$ and the temperature at the interface is at $T_E$. The solid may split into two spatially alternating phases now on the equilibrium (binodal) solidus lines $\tilde{C}_S(T_I)$, one located near $C \to 0$, and one located near $C \to 1$ at $T_I < T_E$. To see what happens, let us look at the situation with the concentration in the liquid $C_{\bullet}$ being precisely at eutectic composition $C_{\bullet} = C_E$. At $T_I < T_E$, there may now be alternating lamellae formed of solid concentration $\tilde{C}_{S\alpha}$ and $\tilde{C}_{S\beta}$ (Fig. 2-47), the corresponding metastable liquidus concentrations being at $\tilde{C}_{L\alpha}$ and $\tilde{C}_{L\beta}$. For both solid phases now the liquid concentration $C_{\bullet} = C_E$ is in the metastable two-phase regions at $T_I$: $\tilde{C}_{S\alpha} < C_{\bullet} < \tilde{C}_{L\alpha}$, $\tilde{C}_{L\beta} < C_{\bullet} < \tilde{C}_{S\beta}$. In principle, we have to consider the possibility of metastable solid phases (Temkin, 1985), which we ignore here for simplicity.

Diffusion of excess material not incorporated into one of the lamellae does not have to continue up to infinity but only to the neighboring lamella, which has the opposite composition relative to $C_{\bullet}$. Assuming again for simplicity a symmetric phase diagram, we may write this flux balance as

$$V C_E (1-k) = D \frac{\Delta \tilde{C}}{(\lambda/2)}$$

where the left-hand side describes the flux $J$ of material to be carried away from each lamellar interface during growth at velocity $V$, which then must be equal to the diffusion current (concentration gradient) over a distance $\lambda/2$ to the neighboring lamella (across the liquid, as we ignore diffusion in the solid). $\Delta \tilde{C} = \tilde{C}_{L(\alpha)} - \tilde{C}_{L(\beta)}$ is the concentration difference in the liquid at the interfaces of the lamellae, and $k < 1$ is the segregation coefficient.

With the help of the liquidus slopes $dT/d\tilde{C}_L$ as material parameters, we can express the undercooling $\Delta T_I = T_E - T_I$ as

$$\Delta T_I = \Delta \tilde{C} \left. \frac{dT}{d\tilde{C}_L} \right| \frac{2}{(1-k)}$$

(symmetrical phase diagram assumed about $C_E$) and thus

$$\Delta T_I = 2 \left. \frac{dT}{d\tilde{C}_L} \right| \frac{C_E (1-k) \lambda}{l}$$

Again, $l = 2 D/V$ is the diffusion length.

So far we have ignored the singular points on the interface where the liquid and two lamellae $\alpha$ and $\beta$ meet (Fig. 2-47). At this triple point in real space (or three-phase junction), the condition of mechanical equilibrium requires that the surface tension forces exerted from the three interfaces separating $\alpha$, $\beta$ and the liquid cancel to zero. In the simplest version, this condition defines some angles $\theta_\alpha$, $\theta_\beta$ of the two

![Figure 2-47. Sketch of symmetrical eutectic phase diagram (a) and eutectically growing lamellar cells (b), where $\alpha$ is the solid phase with concentration $\tilde{C}_{S\alpha}$, and $\beta$ the solid phase with concentration $\tilde{C}_{S\beta}$. The average temperature at the interface is around $T_I$ below the eutectic temperature $T_E$. The liquid at the interface is at metastable concentrations (dashed lines in (a)). The solid–liquid interfaces in (b) are curved and they meet with $\alpha - \beta$ interfaces at three-phase coexistence points.](image)
solid–liquid interfaces relative to a flat interface. Accordingly, the growth front will have local curvature. What is worse, there is no guarantee that the $\alpha$–$\beta$ solid–solid interfaces are really parallel to the growth direction. Making a symmetry assumption for simplicity again, we can ignore this problem for the moment. The curvature $K$ of the growth front at each lamella is then proportional to $l^{-1}$. This curvature requires, through the Gibbs–Thomson relation, Eq. (2-102), another reduction, $\Delta T_K$, of the interface temperature below $T_1$:

$$\Delta T_K = T_E \frac{dK}{d\lambda}$$

(2-132)

where $d$ is an effective capillary length, depending on surface tensions, with $K$ now taken as $K \sim \lambda^{-1}$.

The total reduction of temperature below $T_E$ during eutectic growth can thus be written as

$$\Delta T = \Delta T_1 + \Delta T_K = T_E \left\{ a_1 \frac{\lambda}{l} + a_K \frac{d}{\lambda} \right\}$$

(2-133)

with dimensionless constants $a_1$ and $a_K$.

Plotting this supercooling as a function of lamellar spacing, we find a minimal supercooling $\partial \Delta T / \partial \lambda = 0$ at

$$\lambda = \sqrt{a_K/a_1 \sqrt{ld}}$$

(2-134)

Again, this is the fundamental scaling relation conjectured in Eq. (2-1) and encountered in various places in this chapter, where the origin is a competition between driving force and stabilizing forces, most intuitively expressed in Eq. (2-133).

A more thorough theoretical analysis of eutectic growth was given in the seminal paper by Jackson and Hunt (1966), which is still a standard reference today. One basic approximation in this paper was to average the boundary conditions on flux and temperature over the interface. This led to Eq. (2-133), and it was argued that the minimum undercooling would serve as the operating point of the system with spacing given by Eq. (2-134).

This stationary calculation was extended by Datye and Langer (1981) to a dynamic stability analysis, where the solid–solid–liquid triple points could move parallel and perpendicular to the local direction of growth, coupled however to the normal direction of the local orientation of the front. It was found that the marginal stability coincided exactly with the point of minimum undercooling.

The basic model equations for eutectic growth in a thermal gradient field can be written in scaled form as follows (Brattkus et al., 1990; Caroli et al., 1990). Neglecting diffusion in the solid (one-sided model) and assuming a single diffusion coefficient $D$ for solute diffusion near eutectic concentration $C_E$ (Fig. 2-47), we assume a symmetric phase diagram about $C_E$ for simplicity.

We define a relative (local) concentration gap as

$$\delta = \frac{\Delta C}{\Delta C}$$

(2-135)

with $\Delta C_\alpha = C_E - \tilde{C}_S^\alpha(T)$, $\Delta C_\beta = \tilde{C}_S^\beta(T) - C_E$ and $\Delta C = \Delta C_\alpha + \Delta C_\beta$.

The dimensionless composition is then defined as

$$u = \frac{C - C_E}{\Delta C(T_E)}$$

(2-136)

and (in contrast to the previous definitions) we express lengths and times in units of a diffusion length $\tilde{l}$ and time $\tilde{t}$

$$\tilde{l} = D/V, \quad \tilde{t} = D/V^2$$

(2-137)

(Note that $\tilde{l}$ here differs by a factor of 2 from previous definitions.) Restricting our attention to two dimensions corresponding to lamellar structures, we now define the
diffusion equation as
\[ \frac{\partial u}{\partial t} = \nabla^2 u + \frac{\partial}{\partial z} u \] (2-138)

The conservation law at the interface \( z = \xi(x, t) \) is
\[ -\hat{n} \cdot \nabla u = \Delta(x, t) \left( 1 + \frac{\xi}{\zeta} \right) n_z \] (2-139)
with the unit vector \( \hat{n} \) normal to the interface and (2-140)
\[ \Delta(x, t) = \begin{cases} \delta & \text{for } x \text{ in } \alpha/\lambda\text{-front regions} \\ \delta - 1 & \text{for } x \text{ in } \beta/\lambda\text{-front regions} \end{cases} \]

The Gibbs–Thomson relation for the boundary becomes (2-141)
\[ u(\xi, t) = \begin{cases} -d_\alpha K - \frac{\xi}{l_{T\alpha}} & \text{in } \alpha/\lambda\text{-regions} \\ -d_\beta K - \frac{\zeta}{l_{T\beta}} & \text{in } \beta/\lambda\text{-regions} \end{cases} \]

(kinetic coefficients were considered by Geilikman and Temkin (1984). Finally, and this is a new condition in comparison with the simple directional solidification, the triple point where three interfaces meet should be in mechanical equilibrium
\[ \gamma_{\alpha L} + \gamma_{\beta L} + \gamma_{\alpha\beta} = 0 \] (2-142)

with the surface tension vectors \( \gamma \) oriented so that each vector points out of the triple point and is tangent to the corresponding interface. As before, \( K \) is the local curvature of the interface, being positive for a solid bulging into the liquid. The dimensionless capillary and thermal lengths associated with the \( \alpha \)-phase are
\[ d_\alpha = \frac{1}{l} \frac{\gamma_{\alpha L} T_{E}}{m_\alpha (\Delta C) L_\alpha} \] (2-143)
\[ l_{T\alpha} = \frac{1}{l} \frac{m_\alpha (\Delta C) G_T}{m_\gamma} \] (2-144)

and are equivalent for the \( \beta \) phase, with \( m_\alpha = |dT/d\tilde{C}_L^\alpha| \) as the absolute liquidus slope, \( G_T \) as the fixed thermal gradient and \( L_\alpha \) as the specific latent heat. At infinity, \( z \to \infty \), the boundary condition to Eq. (2-138) is \( u_\infty \), depending on the initial concentration in the liquid. This then forms a closed set of equations.

Ahead of the eutectic front, the diffusion field can be thought of as containing two ingredients: a diffusion layer of thickness \( \tilde{l} \) associated with global solute rejection and modulations due to the periodic structure of the solid of the extent \( \lambda(\lambda \ll \tilde{l}) \). When the amplitude of the front deformations is small compared to these lengths, the averaging approximation by Jackson and Hunt (1966) (and also by Datye and Langer, 1981) seems justified.

This point was taken up by Caroli et al. (1990), who found that the approximation is safe only in the limit of large thermal gradients
\[ G_T \gg V m (\Delta C)/D. \] (2-145)

This approximation appears difficult to reach experimentally, though.

In an attempt to shed some light on wavelength selection, Datye et al. (1981) and Langer (1980b) considered finite amplitude perturbations of the local wavelength (Fig. 2-48). This type of approach was used in a somewhat refined version by Brener et al. (1987). They derived an approximate potential function for wavelengths \( \lambda \) and argued that under finite amplitude of noise, the wavelength selected on average is defined by a balance in the creation rates and the annihilation rates of lamellae. In other words, if lamellae disappear through suppression by neighboring lamellae and appear through nucleation, then an equal rate of these processes leads to a selection of an average spacing \( \lambda \), because both depend on \( \lambda \). The operating point was found in a
limited interval near the wavelength corresponding to minimal supercooling (or maximal velocity in an isothermal process) and, accordingly, is described by Eq. (2-134).

More recent extensions of the theory (Coullet et al., 1989) gave indications that the orientation of the lamellae (under isotropic material parameters) are necessarily parallel to the growth direction of the front but may be tilted and travel sideways at some specific angles (Caroli et al., 1990; Kassner and Misbah, 1991). Finally, it was found (Kassner and Misbah, 1991b) that the standard model of eutectic solidification has an intrinsic scaling structure

$$\lambda \sim \sqrt{l/d} f(l/l_T)$$

(2-146)

with a scaling function $f$ depending only on $l/l_T$ so that $\lambda \sim V^{-1/2}$ for $2l \leq l_T$ or for high enough velocities, while at lower velocities the exponent should be smaller: $\lambda \sim V^{-0.3}$. This is in good agreement with the arguments given for ordinary directional solidification and also explains a lot of experimental data (Lesoult, 1980).

Numerical simulations of the full continuum model of eutectic growth were subsequently carried out by Kassner and Misbah (1990, 1991a, b, c). They gave a fairly complete description of the steady-state structures to be expected in the eutectic system, revealing the similarities in the structure of solution space between eutectic and dendritic growth by showing the existence of a discrete set of solutions for each parameter set (Kassner and Misbah, 1991b). Axisymmetric solutions were shown to cease to exist beyond a certain wavelength by merging in a fold singularity. For larger wavelengths, extended tilted states appear. They were characterized in detail, both numerically (Kassner and Misbah, 1991c) and analytically (Misbah and Temkin, 1992; Valance et al., 1993). The supercritical nature of the tilt bifurcation was demonstrated and a prediction was made as to how extended tilted domains could be produced rather than the localized structures found so far. This prediction was borne out by subsequent experiments by the Faivre group (Faivre and Mergy, 1992a). Amplitude equations were derived that explained how a supercritical bifurcation could give rise to localized tilted domains and predicted a dynamical wavelength selection mechanism (Caroli et al., 1992; Kassner and Misbah, 1992a) as well as describing the influence of crystalline anisotropy (Kassner and Misbah, 1992a). Again, this was verified in detail experimentally (Faivre and Mergy, 1992b). A similarity equation was derived both for axisymmetric (Kassner and Misbah,
and tilted states (Kassner and Mischbah, 1992b), giving the corrections to the aforementioned scaling law. Anomalous asymmetric cells bearing resemblance to asymmetric cells in experiments on dilute alloys (Jamgotchian et al., 1993) were found in the numerical solution of the eutectic growth problem and described analytically (Kassner et al., 1993).

To conclude the discussion of steady states, it was shown numerically that a number of periodicity-increasing bifurcation exist, greatly enlarging the space of possible stationary solutions (Baumann et al., 1995a). These results strongly suggest that the question of wavelength selection should be considered from a different point of view. It is known that a band of steady-state solutions exists in directional solidification beyond the instability threshold and a similar statement holds for eutectic (even though there is no threshold in this case). Moreover, careful experiments (Faivre, 1996) have clarified that the observed wavelength depends on the history of the sample. Therefore, there is no wavelength selection in the strict mathematical sense. This is at least true in the absence of noise, i.e. for the deterministic equations of motion. However, the investigations of Baumann et al. (1995a) render it plausible that a whole attractor of steady-state solutions with accumulation points exists. One of these accumulation points is the point of marginal stability. Since the temporal evolution of any structure in the vicinity of this attractor will become slow, it seems likely that observed wavelengths will correspond to points of increased density of this attractor. There have been objections (Karma and Rappel, 1994) that many of the newly found steady-state solutions are on the low-wavelength side of the point of marginal stability, hence they are unstable and therefore irrelevant for pattern formation. This objection was countered (Baumann et al., 1995b) by pointing out that there is quite a number of steady states on the high-wavelength side of this point and that the question of irrelevance for pattern formation is a question of time-scales. Since these become slow near the accumulation point, the relevance of a density of additional states cannot be easily discarded. It should be kept in mind that tilted lamellar states are also unstable with respect to phase diffusion near the tilt bifurcation (Fauve et al., 1991). Nevertheless, they survive experimental time-scales, because phase diffusion is very slow.

The first dynamic simulation of the continuum model of eutectic growth (in the quasi-stationary approximation) appears to have been done by Kassner et al. (1995), but the only extensive study so far is due to Karma and Sarkissian (1996). This beautiful work was done in close collaboration with experimentalists and thus validated quantitatively. It pinpointed a number of new short-wavelength oscillatory instabilities and made quantitative predictions for the CBr$_4$–C$_2$Cl$_6$ system allowing these instabilities to be reproduced in experiments (Faivre, 1996; Ginibre et al., 1997). Therefore, a pretty complete picture exists today of the possible stationary and oscillatory patterns in lamellar eutectic growth and their stability range.

A recent development is the stability analysis of ternary eutectics by Plapp and Karma (1999), based on an extension of the Datye–Langer theory. It shows how the presence of a third component in the system leads to the formation of eutectic colonies; an effective description of the eutectic front on length scales much larger than the lamellar spacing is provided, which yields a simple means of calculating an approximate stability spectrum.
2.6.2 Experimental Results on Eutectic Growth

Eutectic growth was a subject of much interest to experimentalists in the late 1960s and early 1970s. Substantial research has been motivated by the possibility of developing new high-temperature materials. The in situ directional solidification of two phases of very different properties is an interesting method of producing composite materials with exceptional properties. However, since these materials could not outperform the more conventional, directionally solidified dendritic superalloys in the harsh environment of a gas turbine, the interest dropped. Therefore, most of the research on eutectics was performed before 1980 (for a review, see Kurz and Sahm, 1975; Elliott, 1983). One exception is the ongoing research concerning casting of eutectic alloys such as cast iron (Fe–C or Fe–Fe₃C eutectic) and Al–Si.

Casting alloys are generally inoculated and solidify in equiaxed form (free eutectic growth) (see Flemings, 1991). This fact, however, does not make any substantial difference to their growth behavior because growth is solute diffusion controlled in nearly all cases owing to the high concentration of the second element. The models described above therefore apply to both directional and free solidification.

The different alloys can be classified into four groups of materials (Kurz and Fisher, 1998): lamellar or fibrous systems, and non-faceted/non-faceted (nf/nf) or non-faceted/faceted (nf/f) systems.

The distinction between f and nf growth behavior can be made with the aid of the melting entropy. Small entropy differences \( \Delta S_f \) between liquid and solid (typical for metals and plastic crystals such as SCN, PVA, etc.) lead to nf growth with atomically rough interfaces. Materials with large \( \Delta S_f \) values are prone to form atomically smooth interfaces, which lead to the formation of macroscopically faceted appearance.

In the case of nf/nf eutectics, volume fractions (of one eutectic phase) of less than 0.3 lead generally to fibers, while at volume fractions between 0.3 and 0.5, lamellar structures prevail. The microstructures of nf/nf eutectics (often simple metal/metal systems) are considered regular and those of nf/f eutectics (mostly the above-mentioned casting alloys) are considered irregular. Fig. 2-49 shows schematically the morphology of the growth front in both cases. It can be easily understood that growth in nf/nf eutectics is much more of a steady-state type than it is in f/nf eutectics.

Regular structures

Applying a criterion such as growth at the extremum to the solution of the capil-
lary-corrected diffusion equations (Jackson and Hunt, 1966), Eq. (2-133), we obtain for nf/nf eutectics the well-known relationships (Eq. (2-134))

\[ \lambda^2 V = C \]

\[ \Delta T^2 / V = 4 C' \]

where \(C\) and \(C'\) are constants. Fig. 2-50 shows that this behavior has been observed globally in many eutectic systems, some of them having been studied over five orders of magnitude in velocity. The situation is much less clear when it comes to analyzing eutectoid systems. (Eutectoids are “eutectics” with the liquid parent phase replaced by a solid.) Often a \(\lambda^2 V\) relationship is found in these systems (Fig. 2-50b) over some range of the variables (see Eq. (2-146)).

In general, it may be said that the field of eutectic growth is under-represented in materials research, and many more careful studies are needed before a clearer insight into their growth can be gained. Trivedi and coworkers began such research in the early 1990s, and some of their results are
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**Figure 2-50.** Lamellar spacings of (a) directionally solidified eutectics and (b) directionally transformed eutectoids as a function of growth rate (Kurz and Sahm, 1975).
presented here. Fig. 2-51 indicates that in eutectics the spacings are also not at all uniquely defined. There is a rather wide distribution around a mean value for each rate (Trivedi et al., 1991). The operating range of eutectics is determined by the permanent creation and movement of faults (see below). This process is three-dimensional and cannot be realistically simulated in two-dimensional calculations.

In Fig. 2-52, the mean spacings are plotted as points, and the limits of the distribu-

![Figure 2-51](image1.png)

**Figure 2-51.** Eutectic spacing distribution curves as a function of velocity for Pb–Pd eutectics (Trivedi et al., 1991).

![Figure 2-52](image2.png)

**Figure 2-52.** A comparison of the experimental results on the interlamellar spacing variation with velocity for CBr$_4$–C$_2$Cl$_6$ with the theoretical values (solid lines) for two marginally stable spacings (Seetharaman and Trivedi, 1988).
tion are given by the extension of the bars. From the calculated range of stability, which was discussed by Jackson and Hunt (1966), it can be seen that the minimum of the experimental values coincides with the theoretical prediction (see also Sec. 2.6.1). This, however, does not provide definitive proof of this prediction, due to the fact that several physical parameters of the system are not precisely known. On the other hand, it is clear that eutectic spacings do not explore the upper range of stability (catastrophic breakdown), at least not in nf/nf systems. Some other mechanism limits the spacing at its upper bound. The adjustment of spacings is a rapid process, and its rate increases when the spacing increases (Seetharaman and Trivedi, 1988).

Irregular structures

The above relationship for eutectic spacing and undercooling as a function of growth rate are also useful in the case of irregular systems such as the nf/f casting alloys Fe–C or Al–Si (Fig. 5-49b). Jones and Kurz (1981) introduced a factor, $\varphi$, which is equal to the ratio of the mean spacing, $\langle \lambda \rangle$, of the irregular structure to the spacing at the extremum. This leads to the following relationships:

$$\langle \lambda \rangle^2 V = \varphi^2 C$$
$$\langle \Delta T \rangle^2 / V = [\varphi + (1/\varphi)]^2 C'$$

Faults

Defects in the ideal lamellar or fibrous structure are an essential ingredient of eu-

Figure 2-53. Eutectic fault structures in directionally solidified Al–CuAl$_2$ alloy (Double, 1973).
tectic growth. They allow the two-phase crystal to rotate into crystallographically (energetically) favorable orientations (Hogan et al., 1971) and to adapt its spacing to the local growth conditions. In lamellar systems, there are different types of faults (Double, 1973): single or extended faults, with or without net mismatch (Fig. 2-53). They mostly represent sub-boundaries of a eutectic grain and could develop through polygonization of dislocations which form because of the stresses created at the inter-phase boundaries of the composite. Fig. 2-54 shows distributions of fault spacings, $\Lambda$, for different growth rates indicated by different lamellar spacings, $\lambda$ (Riquet and Durand, 1975). In the case of non-faceted fibrous structures, the faults are formed by simple fiber branches or terminations.

**Oscillations**

Periodic oscillations have been observed as a morphological instability in several systems grown under various conditions (Hunt, 1987; Carpay, 1972; Zimmermann et al., 1990; Gill and Kurz, 1993, 1995). These morphological instabilities form in off-eutectic alloys even at growth rates of several cm/s, as is shown in Fig. 2-55.
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**Figure 2-54.** Eutectic fault spacing distribution curves for Al–CuAl$_2$ directionally solidified with different growth rates and spacing values as indicated (Riquet and Durand, 1975).

![Figure 2-55](image)

**Figure 2-55.** Periodic oscillations in hypoeutectic Al–CuAl$_2$ eutectic under rapid laser resolidification conditions: (a) experimental observation and (b) simulation (Zimmermann et al., 1990; Karma, 1987).
There is good correspondence of the observed structures with the results of theoretical modeling by Datye and Langer (1981) and by Karma (1987). In recent experiments a complete stability diagram for the lamellar CBr₄–C₂Cl₆ eutectic has been determined by Ginibre et al. (1997) (Fig. 2-56a). It shows the observed structures for the variables dimensionless spacing ($\Lambda$) and concentration ($\eta$). In the limits $1 < \Lambda < 2$ the basic state is stable, but over a decreasing composition range when $\Lambda = \lambda / \lambda_{\text{min}}$ is increased. Outside this regime, three different states and combinations of these have been found: tilt mode (T), $1\lambda$ oscillations (period-preserving oscillatory or optical mode) and $2\lambda$ oscillations (period-doubling oscillatory mode, Fig. 2-56). These results are in good quantitative agreement with numerical results by Karma and Sarkissian (1996).

As was the case with dendrites, eutectics also form extremely fine microstructures when they are subject to rapid solidification. A value of $\lambda = 15$ nm (each phase is some 20 atoms wide) seems to be the minimum spacing that can be achieved with growth rates of the order of 0.2 m/s (Zimmermann et al., 1989). In highly undercooled alloys anomalous eutectic structures have been found which, as with dendrites, seem to be the result of the large capillary forces involved with such fine scales (Goetzinger et al., 1998).

### 2.6.3 Other Topics

**Peritectics**

A wide spectrum of microstructures can be found in peritectic alloys. Recently this has produced a great deal of interest (Kerr and Kurz, 1996). In directional solidification, when the $G/V$ ratio is high enough, i.e., in the range of the limit of constitutional undercooling of the phase with the smaller distribution coefficient, more complex microstructures can form in the two-phase region. New phases may appear during transient or steady-state growth via nucleation at the solidification front. The ac-

---

**Figure 2-56.** Stability diagram of directionally solidified CBr₄–C₂Cl₆ alloys. (a) Symbols: experimentally observed periodic patterns (Ginibre et al., 1997). Lam. Term.: lamellar termination. (b) Curves: numerically calculated diagram (Karma and Sarkissian, 1996).
tual microstructure selection process is thus controlled by nucleation of the phases, and by growth competition between the nucleated grains and the pre-existing phase under non-steady-state conditions. In this case nucleation in the constitutionally undercooled zone ahead of the growth front has to be taken into account in order to determine the microstructure selection (Ha and Hunt, 1997; Hunziker et al., 1998). Further, new structures have been observed which are controlled by convection. More detailed discussions of this subject can be found in Karma et al. (1998), Park and Trivedi (1998), Trivedi et al. (1998), Vandyoussefi et al. (2000), Mazumder et al. (2000).

Phase/microstructure selection

Phase and microstructure selection is of utmost importance to applications of solidification theory as it controls the properties of materials. Nucleation and growth have to be modeled in order to make predictions of structures as a function of composition and the solidification variables; growth rate and temperature gradient for directional solidification, undercooling for free growth. The interested reader is referred to a recent overview by Boettinger et al. (2000) where these phenomena are discussed.

Micro/macro modeling

The last decade has experienced significant progress in numerical modeling of combined macroscopic and microscopic solidification phenomena. Nucleation and growth models have been implemented in 2D and 3D heat flow and fluid flow programs providing a substantial improvement of our analytical tools for optimized and new materials processes such as single crystal casting of superalloys for gas turbines. The interested reader is referred to Rappaz (1989), Rappaz et al. (2000), Wang et al. (1995), Wang and Beckermann (1996), Beckermann and Wang (1996), Boettinger et al. (2000).

2.7 Summary and Outlook

During the recent years, very substantial improvements in our understanding of the pattern-forming processes in solidification have been achieved. Although the basic model equations have been known for several decades, it is only during recent years that the mathematical and numerical tools were extended to allow for a reliable analysis of the complicated expressions. In addition, careful experiments have been performed, mostly on model substances, which have provided an impressive amount of precise, quantitative data. This combined effort has basically solved the problem of free dendritic growth with respect to velocity selection and side branch formation.

In the process of directional solidification, a consistent picture is now emerging, relating the growth mode to free dendritic growth and, at the same time, to viscous fingering and growth in a channel. At very high growth rates that approach the limit of absolute stability, the situation is still somewhat unclear, for non-equilibrium effects like kinetic coefficients then become of central importance. These quantities are difficult to determine experimentally. Furthermore, the selection of the primary spacings of the growing array of cells and dendrites is still subject to discussion. One such point of contention, for example, is the typically observed increase in spacing when moving from cellular to dendritic structures in model substances.

In eutectic growth, the situation is even less understood, for good reason. The
three-phase junctions at the solid–liquid interface enter as additional conditions and further details of the phase diagram become important. The dynamics of the system seem to show a richer structure than ordinary directional solidification. The selection of spacings between the different solid phases in materials of practical importance occurs through three-dimensional defect formation. In addition, nucleation and faceting of the interfaces should be considered.

A number of problems common to all of these growth modes have only been touched upon so far. These problems include, for example, the redistribution of material far behind the tip regions, the treatment of elastic effects, and the interaction with hydrodynamic instabilities due to thermal and compositional gradients.

In summary, we expect the field to remain very active in the future, as it is attractive from a technological point of view. It will certainly provide some surprises and new insights into the general concepts of pattern formation in dissipative systems.
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